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Let $f : X \to S$ be a smooth projective family defined over $\mathcal{O}_K[S^{-1}]$, where $K \subset \mathbb{C}$ is a number field and $S$ is a finite set of primes. For each prime $\mathfrak{p} \in \mathcal{O}_K[S^{-1}]$ with residue field $\kappa(\mathfrak{p})$, we consider the algebraic loci in $S_{\kappa(\mathfrak{p})}$ above which cohomological cycle conjectures predict the existence of non-trivial families of algebraic cycles, generalizing the Hodge loci of the generic fibre $S_{\overline{K}}$. We develop a technique for studying all such loci, together, at the integral level. As a consequence we give a non-Zariski density criterion for the union of non-trivial ordinary algebraic cycle loci in $S$. The criterion is quite general, depending only on the level of the Hodge flag in a fixed cohomological degree $w$ and the Zariski density of the associated geometric monodromy representation.
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Chapter 1

Introduction

Let $f : X \to S$ be a smooth projective family defined over $R$, where $R \subset \mathbb{C}$ is a Noetherian subring, and $S$ is smooth and quasi-projective. The purpose of this manuscript is to develop a differential-algebraic method for the systematic study of loci in $S$ defined by families of algebraic cycles associated to $f$. To explain what we mean, we will write $f^{\otimes n}$ for the map

$$X^{\otimes n} = \underbrace{X \times_S \cdots \times_S X}_n \to S,$$

obtained by taking the $n$-fold fibre product of $f$ with itself. By a family of algebraic cycles over a locally closed subscheme $Z \subset S$ we then mean a locally closed subscheme $Y \subset X^{\otimes n}$ which is smooth over $Z$. We are particularly interested in the situation where cohomological realizations of the fibres of $Y \to Z$ induce non-trivial classes in either Betti, algebraic de Rham, or crystalline cohomology.

As is in many ways well known, the existence of such a $Y$ lying over $Z$ can induce differential constraints on $Z$. For instance, if one considers the same situation for the associated complex-algebraic family $f_{\mathbb{C}} : X_{\mathbb{C}} \to S_{\mathbb{C}}$, and with $Z \subset S_{\mathbb{C}}$ and $Y \subset X^{\otimes n}_{\mathbb{C}}$ smooth complex algebraic subvarieties, then a finite index subgroup of $\pi_1(Z^{\text{an}},s)$ will fix the Betti cycle class of $Y_s$ inside the cohomology of $X^{\otimes n}_s$, and this subgroup is independent of the point $s \in Z(\mathbb{C})$. Using the Riemann-Hilbert correspondence one can understand this fact in terms of the existence of a global flat section for an algebraic vector bundle with flat connection defined on $Z$. These vector bundles and connections admit natural descriptions in terms of the algebraic de Rham cohomology of the family $f$, and make sense at the integral level. Moreover, as we review in §6.2, the same sort of reasoning can be carried out at the crystalline level in the case where $Z \subset S$ and $Y \subset X^{\otimes n}$ are positive characteristic subschemes. A natural question that arises is then to understand the relationship between such “global” differential constraints in characteristic zero and “local” ones that occur at finite primes; for instance, when can one conclude that all local differential constraints of this type arise as the reduction to positive characteristic of global ones?

That one cannot expect something so strong in general is clear, as it is easy to construct families of algebraic varieties that acquire additional algebraic cycles upon reduction modulo a prime. Moreover if one thinks in terms of the differential equations themselves, it is clear that spaces of solutions can degenerate upon reduction. However one could hope that such pathological behaviour remains confined to the fibre above a proper closed subscheme of $\text{Spec} \, R$, and that away from these primes...
such differential constraints on subschemes \( Z \subset S \) are controlled by corresponding constraints on subschemes lying above the generic fibre. In this paper we show that, at least when the global monodromy on \( S \) is sufficiently large and we consider cohomological objects of level at least three, this is exactly what happens.

The reason answering such questions is difficult, and is not merely an application of some kind of Lefschetz principle, is that we do not impose any limitations on the loci \( Z \subset S \) that we consider, and in effect study all of them at once. What this means it that one cannot appeal to the fact that the loci of algebraic cycles under consideration belong to some bounded family and then employ algebro-geometric machinery to reduce the arithmetic situation away from a proper closed subscheme of \( \text{Spec} R \) to the geometric situation at the generic fibre. Instead, what is needed is an a priori way of controlling all such “differential constraints” of interest simultaneously at the integral level.

A possible approach to obtaining the kind of control we need is to use the theory of period maps, as is for instance illustrated in the recent work of [BKU21]. The idea is as follows. One considers the torsion-free variation of Hodge structure \( V = R^i f_{\text{can}}^* \mathbb{Z}/\text{tor} \) arising from \( f \) in cohomological degree \( i \) and fixes a polarization \( \mathfrak{Q} : V \otimes \mathbb{Z} \to \mathbb{Z} \) on \( V \). One additionally fixes a polarized integral lattice \( (V, \mathfrak{Q}) \) isomorphic to one (hence any) fibre \( (V_s, \mathfrak{Q}_s) \), defines \( D \) to be the complex manifold parametrising all Hodge structures on \( V \) polarized by \( \mathfrak{Q} \), and sets \( \Gamma = \text{Aut}(V, \mathfrak{Q})(\mathbb{Z}) \). Then we obtain a natural analytic period map \( \varphi : S^\text{an}_{\mathbb{C}} \to \Gamma \backslash D \) which sends a point \( s \in S(\mathbb{C}) \) to the isomorphism class of the polarized Hodge structure \( (V_s, \mathfrak{Q}_s) \). The loci \( Z \subset S_{\mathbb{C}} \) where one has “additional differential constraints” can then be interpreted as irreducible components of analytic loci of the form \( \varphi^{-1}(\Gamma \backslash D') \), where \( D' \subset D \) is a real orbit of a certain kind of “Hodge-theoretic” \( \mathbb{Q} \)-algebraic subgroup \( H \subset \text{Aut}(V, \mathfrak{Q}) \) and \( \Gamma' \) is a subgroup of \( H(\mathbb{Q}) \cap \text{Aut}(V, \mathfrak{Q})(\mathbb{Z}) \).

One is now interested in understanding the loci \( Z \) that arise as the analytic subvarieties \( \Gamma' \backslash D' \) vary, and the observation made in [BKU21] is that although infinitely many loci \( \Gamma' \backslash D' \subset \Gamma \backslash D \) may arise, the orbits \( D' \subset D \) that one is interested in come from only finitely many complex analytic families, and the complex analytic geometry of these families is “tame” in the sense made precise by the theory of o-minimal structures. Thus while one cannot appeal to the boundedness of some set of families containing the loci \( Z \subset S_{\mathbb{C}} \) that can arise, one can appeal to the boundedness of the families of loci \( D' \subset D \) that define them, and through a careful understanding of the geometry of the period map \( \varphi \) one can use this “boundedness” to constrain the geometry of the Hodge locus in \( S_{\mathbb{C}} \).

To make this strategy work at an integral level we will need to develop a theory of period maps which is capable of functioning in a purely algebro-geometric setting, even over a finite field. For this we will introduce a tool for studying period maps “infinitesimally”, building on our earlier work in [Urb21a] and [Urb21b]. The approach we will give, although similar in spirit to the approach given by the authors in [BKU21], is entirely independent, as [BKU21] relies on an analytic theory of period maps not available in positive characteristic.

1.1 Non-Density Criteria

The main application of our ideas will be to give a non-Zariski destiny criterion for the locus where one has “extra non-trivial families” of primitive algebraic cycles. We assume we have \( f, S, X, \)
f⊗n and X⊗n as above. We consider the variation of Hodge structure \( \mathcal{V}_{\text{full}} = R^k f_* \mathbb{Z}/\text{tor.} \) modulo torsion in degree \( k \) corresponding to the family \( f \), let \( \mathcal{V} \subset \mathcal{V}_{\text{full}} \) be its primitive subsystem, and let \( \mathcal{Q} : \mathcal{V} \otimes \mathcal{V} \to \mathcal{Z} \) be the natural polarization induced by the Lefschetz decomposition and cup product (see §6.4). We also let \( \mathcal{H} \) be the primitive subbundle of the algebraic de Rham cohomology vector bundle \( R^k f_* \Omega^*_X/S \), let \( F^* \) be its Hodge filtration, and \( \nabla \) the Gauss-Manin connection described in [KO68] (c.f. §6). The period map \( \varphi \) is defined as before with respect to \( \mathcal{V} \).

### 1.1.1 The Case of Vectors

To illustrate the key ideas, we first state a theorem in the setting of vectors, i.e. when \( n = 1 \), before turning to the general setting.

**Theorem 1.1.1.** Suppose that \( \varphi \) is quasi-finite, and that for some \( s \in S(\mathbb{C}) \) one has that:

- the image of the monodromy representation
  \[
  \pi_1(S^\text{an}_s, s) \to \text{Aut}(\mathcal{V}_s, \mathcal{Q}_s),
  \]
  is Zariski dense;

- the natural Hodge structure on the Lie algebra of \( \text{Aut}(\mathcal{V}_s, \mathcal{Q}_s) \) has level at least 6.

Then there exists a proper closed subscheme \( E \subset S \) with the following property: for any diagram

\[
\begin{array}{ccc}
Y & \longrightarrow & X \\
\downarrow & & \downarrow f \\
Z & \longrightarrow & S
\end{array}
\]

along an inclusion \( Z \subset S \) of a locally closed subscheme which is positive dimensional over a prime \( p \in \text{Spec} R \), and for which the fibres of \( Y \to Z \) induce non-zero cohomology classes in the fibres of \( \mathcal{H}_{\kappa(p)} \), we have \( Z \subset E \).

**Remark.** That \( Z \) be positive dimensional over \( p \) means that \( Z \) maps into the closure of \( p \) in \( \text{Spec} R \) and that the map \( \pi : Z \to \text{Spec} R \) has relative dimension at least 1 at every point \( z \in Z \); i.e., for each such \( z \) one has that \( \dim \pi^{-1}(\pi(z)) \geq 1 \) on the level of schemes.

**Remark.** We emphasize that \( Y \) and \( Z \) are not required to lie over the generic fibre of \( R \); in particular, if \( R \) is the ring of integers of a number field, \( Y \) and \( Z \) might correspond to algebraic varieties over a finite field.

Let us explain the monodromy and Hodge level hypotheses. As explained in the introduction above, the monodromy over a subvariety \( Z \subset S_\mathbb{C} \) is constrained by the presence of non-trivial families of algebraic cycles lying over \( Z \). To quantify how many such families lie over \( S_\mathbb{C} \), one can consider the group \( \mathbf{H}_S \) defined as the identity component of the Zariski closure of the image of the map

\[
\pi_1(S^\text{an}_s, s) \to \text{Aut}(\mathcal{V}_s, \mathcal{Q}_s).
\]

The first hypothesis of Theorem 1.1.1 then says that \( \mathbf{H}_S = \text{Aut}(\mathcal{V}_s, \mathcal{Q}_s) \), which means that every family of algebraic cycles over \( S_\mathbb{C} \) in fact comes from the invariant algebra associated to the cup
product pairing; i.e., such algebraic cycles induce global sections of \( H^{a,b}_C = \mathcal{H}^{\otimes a} \otimes (\mathcal{H}^*)^{\otimes b} \) for some \( a, b \) that lie in the tensor algebra of sections associated to the orthogonal or sympletic pairing. (For a description of this algebra see [How89, §1].)

We note that the group \( H_{S,C} \), although defined in terms of the rational structure of the local system \( V \), in fact admits a natural “realization” inside \( \text{Aut}(\mathcal{H}_s) \) for any scheme-theoretic point \( s \in S \). This is because \( H_{S,C} \) can, by virtue of the Riemann-Hilbert correspondence, be viewed as the stabilizer of the spaces of global flat sections of \( H^{a,b}_C \) for all \( a, b \geq 0 \), and these spaces of sections are in fact defined over the fraction field of \( R \) by the argument in [KOU20, Lem 3.4], and thus over \( R \) itself as the bundles \( H^{a,b}_C = \mathcal{H}^{\otimes a} \otimes (\mathcal{H}^*)^{\otimes b} \) are \( R \)-algebraic. This means that we can always ask, even for a positive-characteristic family \( Y \to Z \), whether or not the fibres of this family induce algebraic cycle classes fixed by \( H_{S,s} \subset \text{Aut}(\mathcal{H}_s) \) for any \( s \in Z \). We note that in this context, we do not have a way “identifying” the groups \( H_{S,s} \) as the point \( s \in S \) varies, so we will typically make sure to specify the point in question.

As for the Hodge level hypothesis, we begin by recalling that the Lie algebra \( h_S \) of \( H_S \) admits a natural Hodge decomposition. First, one views the Hodge structure on the fibre \( V_s \) as a morphism \( h : S \to \text{GL}(V_s)_R \), where \( S = \text{Res}_{C/R}\mathbb{G}_m,R \) is the Deligne torus. Then \( h \) factors through the Mumford-Tate group \( G_S \subset \text{GL}(V_s) \) of the variation \( V \) (the stabilizer of global Hodge tensors of \( \bigoplus_{a,b \geq 0} V^{\otimes a} \otimes (V^*)^{\otimes b} \)), and so the map \( \text{Ad} h \) induces a Hodge structure on the Lie algebra \( g_S \) of \( G_S \). By a theorem of André-Deligne [Yve92], the Lie algebra \( h_S \) is a semisimple summand of the reductive Lie algebra \( g_S \), hence the map \( \text{Ad} h \) preserves \( h_S \) as well and induces the desired Hodge structure. In this context we define:

**Definition 1.1.2.** If \( h_{S,C} = \bigoplus_i h^i \) is the associated Hodge decomposition, we call the level of the variation \( V \) the largest \( i \) for which \( h^i \neq 0 \).

The second hypothesis of Theorem 1.1.1 then says that \( V \) has level at least three.

### 1.1.2 The Case of Tensors

In [BKU21], a result analogous to Theorem 1.1.1 is announced more generally for loci \( Z \subset S_C \) defined by any positive-dimensional family of Hodge tensors, or in our setting, algebraic cycles lying in the fibres of \( f_C^{\otimes n} \) for any \( n \geq 1 \). However, there is an additional complication which occurs in positive characteristic. Although one can try to repeat the argument underlying Theorem 1.1.1 for each family \( f^{\otimes n} \), when one takes the union over all \( n \geq 1 \) there is no guarantee that one still ends up with a proper Zariski closed locus. In the Hodge-theoretic setting, this can be resolved by proving directly that only finitely many \( n \) need to be considered, which is ultimately a consequence of the fact one can bound the degrees of the tensors which define Hodge-theoretic Mumford-Tate groups. But no such result appears available in positive characteristic.

To resolve this issue, the tensors we consider in Theorem 1.1.5(ii) below are required to satisfy a semisimplicity requirement, which will be enough to bound the integers \( n \) which need to be considered. The semisimplicity requirement also has the advantage of enforcing a certain kind of “Hodge symmetry” in positive characteristic, which will be important in the proof itself. For ease of analysis, we will also restrict to considering families of algebraic cycles which lie in “ordinary” fibres, which is the generic case (c.f. Corollary 1.1.6 below).
Definition 1.1.3. Let \( Z \subset S \) be a closed subscheme, and let \( \kappa \) be a field. Then we say a point \( s \in Z(\kappa) \) is ordinary if either:

(i) the field \( \kappa \) is of characteristic zero; or

(ii) the field \( \kappa \) has positive characteristic, and the fibre \( X_s \) is an ordinary algebraic variety in the sense of [BK86].

We more generally say that \( Z \) is ordinary if it contains a Zariski dense set of ordinary points.

Theorem 1.1.4. Suppose that \( \varphi \) is quasi-finite, that \( H_S = \text{Aut}(\mathcal{V}, \mathcal{Q}_s) \) for some \( s \in S(\mathbb{C}) \), and that \( \mathcal{V} \) has level at least three. Consider the following two properties for subschemes \( Z \subset S \):

(1) \( Z \) is positive dimensional over the prime \( p \in \text{Spec} R \).

(2) Let \( \mathfrak{a}^{a,b} \) be the \( \kappa(p) \)-span of all global sections of \( \mathcal{H}^{a,b}|_{Z_{\kappa(p)}} \) induced by the diagrams

\[
\begin{array}{ccc}
Y & \longrightarrow & X^{\otimes n} \\
\downarrow & & \downarrow f^{\otimes n} \\
Z & \longrightarrow & S
\end{array}
\] (1.2)

with \( Y \) smooth over \( Z \). Let \( \mathfrak{a} = \bigcup_{a,b \geq 0} \mathfrak{a}^{a,b} \), and let \( s_0 \in Z_{\kappa(p)} \) be the scheme-theoretic generic point. We require that either

(i) if \( \text{char } \kappa(p) = 0 \), then the algebraic subgroup \( H_{\mathfrak{a},s} \subset \text{Aut}(\mathcal{H}_s) \) stabilizing the elements of \( \mathfrak{a} \) is properly contained in \( H_{S,s} \) for some (hence any) \( s \in Z(\mathbb{C}) \);

(ii) if \( \text{char } \kappa(p) > 0 \), then there exists a subset \( \mathcal{S} \subset \mathfrak{a} \) such that the algebraic subgroup \( H_{S,s_0} \) stabilizing the elements of \( \mathcal{S} \) is semisimple and properly contained in \( H_{S,s_0} \).

Then there exists a proper closed subscheme \( E \subset S \) which contains all ordinary locally closed subschemes \( Z \subset S \) satisfying (1) and (2).

Remark. There is nothing particularly strange about considering the groups \( H_{S,s_0} \) at the generic point \( s_0 \in Z_{\kappa(p)} \); as we explain in Lemma 7.2.1, the properties of the groups \( H_{S,s} \) with \( s \in Z_{\kappa(p)} \) that are relevant for us are constant over an open subscheme of \( Z_{\kappa(p)} \), so this is just another way of asking for the property in (2) to hold for “general” \( s \in Z_{\kappa(p)} \).

At this point we note that the quasi-finiteness assumption on \( \varphi \) which appears in Theorem 1.1.1 and Theorem 1.1.4 is only there so one can equate the locus \( Z \) being positive dimensional over \( R \) with the condition that the Hodge flag \( F^\bullet \) on \( \mathcal{H} \) varies non-trivially over \( Z \). If one drops this quasi-finiteness assumption, one can obtain a more general theorem, subject to the introduction of the technical term “\( r \)-limp” which we will introduce in §1.2.

Theorem 1.1.5. More generally consider the same situation as Theorem 1.1.4 without the quasi-finiteness assumption on \( \varphi \), and where condition (1) is replaced by the property that the data \( (\mathcal{H}, F^\bullet, \nabla)|_Z \) admits a non-constant \( r \)-limp of some order \( r \). Then the same conclusion holds.

Remark. An \( r \)-limp is a formal object which describes the infinitesimal \( r \)'th order variation of the Hodge flag at some point. Thus, \( r \)-limp condition on \( Z \) can be read informally as “for some \( r \), the \( r \)th-order variation of the Hodge flag is non-trivial at some point in \( Z \)”.
We note that the inability in Theorem 1.1.4 and Theorem 1.1.5 to constrain the non-ordinary locus on the integral level does not preclude a non-Zariski density result individually at each prime, as the following corollary shows:

**Corollary 1.1.6.** Let \( f : X \to S \) be the universal family over \( Z \) of smooth complete intersections of dimension \( j \) in \( \mathbb{P}^{j+m} \) of multidegree \( (a_1, \ldots, a_m) \), and suppose that the associated variation of Hodge structures \( \nabla \) obtained from primitive cohomology has level at least three. Let \( N \) be a positive integer. Then there exists an integer \( e \) such that when \( p > e \), the locus in \( S_{\mathbb{F}_p} \), which is the union of all (possibly non-ordinary) \( Z \) such that

1. the data \( (\mathcal{H}, F^*, \nabla)|_Z \) admits a non-constant \( r \)-limp of some order \( r \); and
2. there exists families of algebraic cycles over \( Z \) satisfying (2)(ii) of Theorem 1.1.4;

is not Zariski dense in \( S_{\mathbb{F}_p} \). When \( m = 1 \) the condition (1) can be replaced by

1’ the locus \( Z \) does not lie in a \( GL_{M,\mathbb{F}_p} \)-orbit, where \( M = (j + a_1 + 1) - 1 \) and we consider the natural action of \( GL_{M,\mathbb{F}_p} \) on \( S \) given by acting on the standard coordinates of \( \mathbb{P}^{j+1} \).

The key point is that a result of Illusie [Ill07] shows that in the setting of Corollary 1.1.6 the ordinary locus is open in \( S_{\mathbb{F}_p} \) for each \( p \).

Finally, one might also wonder if, like in the characteristic zero setting, it is possible constrain the loci which are merely conjecturally obtained from primitive cohomology has level at least three. Let \( N \) be a positive integer. Then there exists an integer \( e \) such that when \( p > e \), the locus in \( S_{\mathbb{F}_p} \), which is the union of all (possibly non-ordinary) \( Z \) such that

1. the data \( (\mathcal{H}, F^*, \nabla)|_Z \) admits a non-constant \( r \)-limp of some order \( r \); and
2. there exists families of algebraic cycles over \( Z \) satisfying (2)(ii) of Theorem 1.1.4;

is not Zariski dense in \( S_{\mathbb{F}_p} \). When \( m = 1 \) the condition (1) can be replaced by

1’ the locus \( Z \) does not lie in a \( GL_{M,\mathbb{F}_p} \)-orbit, where \( M = (j + a_1 + 1) - 1 \) and we consider the natural action of \( GL_{M,\mathbb{F}_p} \) on \( S \) given by acting on the standard coordinates of \( \mathbb{P}^{j+1} \).

The key point is that a result of Illusie [Ill07] shows that in the setting of Corollary 1.1.6 the ordinary locus is open in \( S_{\mathbb{F}_p} \) for each \( p \).

Finally, one might also wonder if, like in the characteristic zero setting, it is possible constrain the loci which are merely conjecturally defined by families of algebraic cycles. This is in fact what we do, as explained in §7; in particular, if one replaces the global sections considered in Theorem 1.1.4 and Theorem 1.1.5 with those that are merely predicted to come from (linear combinations of) algebraic cycle classes by the crystalline Tate conjecture then the results continue to hold.

### 1.2 Infinitesimal Period Maps

In what follows we fix a scheme \( S \) smooth over a ring \( R \), and let \( (\mathcal{H}, F^*, \nabla) \) be a triple consisting of a vector bundle \( \mathcal{H} \), a decreasing filtration \( F^* \), and a flat connection \( \nabla : \mathcal{H} \to \Omega^1_{S/R} \otimes \mathcal{H} \), all defined over \( R \). We have in mind the case where \( \mathcal{H} = R^n f_* \Omega^3_{X/S} \) is the relative algebraic de Rham cohomology of a smooth \( R \)-algebraic morphism \( f : X \to S \), \( F^* \) is the Hodge filtration, and \( \nabla \) is the Gauss-Manin connection as described in [KO68]. We suppose that \( \mathcal{H} \) has rank \( m \), and write \( h^i = \dim F^i/F^{i+1} \) for all \( i \).

**Definition 1.2.1.** Suppose that \( U \subset S \) is a Zariski open subscheme. By a **filtration-compatible frame** over \( U \), we mean a basis of sections \( v^1, \ldots, v^m \) of \( \mathcal{H}(U) \) such that for each integer \( k \) there exists \( j_k \) such that \( F^k(U) \) is spanned by \( v^{j_1}, \ldots, v^{j_k} \).

**Definition 1.2.2.** We will say that a filtration \( F^* \) on the \( A \)-module \( A^m \) is graded locally free (GLF) if \( F^i/F^{i+1} \) is locally free as an \( A \)-module for all \( i \).

**Notation.** We denote by \( \bar{L} \) the \( \mathbb{Z} \)-scheme whose \( A \)-points, for \( A \) a ring, are given by

\[
\bar{L}(A) = \{ \text{GLF Filtrations } F^* \text{ of } A^m \text{ with } \dim F^i/F^{i+1} = h^i \},
\]

and by \( \bar{L}_R \) its base-change along the canonical map \( \text{Spec } R \to \text{Spec } \mathbb{Z} \). We have a natural map \( q : \text{GL}_m \to \bar{L} \) which associates to a point \( M \in \text{GL}_m(A) \) the filtration of \( A^m \) for which \( F^k A^m \) is the
span of the first $j_k$ columns of $M$. We regard $\tilde{L}$ as a homogeneous space for $\text{GL}_m$ via the natural functorial action of $\text{GL}_m(A)$ on filtrations of $A^m$.

Suppose that $U \subset S$ is a Zariski open affine subscheme over $R$ admitting an étale map $\delta : U \to \mathbb{A}_R^n$ over $R$, and let $z_1, \ldots, z_n \in \mathcal{O}_S(U)$ be the induced sections. Let $I \subset \mathcal{O}_S(U)$ be the ideal generated by $z_1, \ldots, z_n$, and write $\mathcal{O}_S^j(U) = \mathcal{O}_S(U)/I^{j+1}$ and $\mathcal{O}_{S,\delta} = \varprojlim \mathcal{O}_S^j(U)$. The data $(\mathcal{H}, F^\ast, \nabla)$ naturally induces a filtered module with connection $(\mathcal{H}_j^\delta, F_j^\ast, \nabla_j^\delta)$ over the ring $\mathcal{O}_{S,\delta}$ for all $j \in \mathbb{N} \cup \{\infty\}$. We say a frame $b^1, \ldots, b^m$ for $\mathcal{H}_j^\delta$ is flat if $\nabla b^i = 0$ for all $1 \leq i \leq m$.

**Definition 1.2.3.** With the above setup and some $j \in \mathbb{N} \cup \{\infty\}$, suppose that we have a filtration compatible frame $v^1, \ldots, v^m$ for $\mathcal{H}_j^\delta$, and a flat frame $b^1, \ldots, b^m$ for $\mathcal{H}_j^\delta$. Then if $M \in \text{GL}_m(\mathcal{O}_{S,\delta})$ is the change-of-basis matrix from $v^1, \ldots, v^m$ to $b^1, \ldots, b^m$ then we call the composition $\psi = q \circ M$ an étale local infinitesimal period map of order $j$. For ease of terminology, we will also say $\psi$ is a “$j$-limp”.

**Definition 1.2.4.** In the setting of Definition 1.2.3, if the natural map $\delta^{-1}(0) \to \text{Spec} R$ is an isomorphism, we call $\psi$ a local infinitesimal period map over order $j$, or “$j$-limp”.

In general, $j$-limps and $j$-lims are formal objects that describe a variation of the filtration on $\mathcal{H}$ in the order $j$ formal $R$-neighbourhood of the fibre $\delta^{-1}(0)$. We note that for an elimp these neighbourhoods are in general disconnected, with components corresponding to the components of $\delta^{-1}(0)$; this justifies the use of the term “étale local” as opposed to merely “local” which we used in [Urb21a] and [Urb21b]. Actually, for applications in this paper working exclusively with $j$-limps instead of $j$-limps is enough, but we find the generality of $j$-limps more natural as for a general $R$ one cannot guarantee a choice of $\delta$ for which $\delta^{-1}(0)$ consists of a single $R$-point. In situations where the ring $R$ admits a natural topology (e.g., $R = \mathbb{C}$ or $R = \mathbb{Q}_p$), $\infty$-limps can be identified with germs of analytic functions provided the formal solutions of an appropriate differential system determined by $\delta$ and $\nabla$ converge. In this situation, these analytic functions we will call “local period maps”, which was the terminology used in [Urb21a] and [Urb21b]. (In our previous work we did not concern ourselves with purely formal period maps, but for our purposes in this paper situations where $R$ is a finite field will also be important, hence the need for the more general formal and infinitesimal notions.)

**Definition 1.2.5.** In the situation of Definition 1.2.3 we say that $\psi$ is defined at a point $s \in S(R)$ if $\delta(s) = 0$.

In [Urb21a] and [Urb21b] we developed machinery for studying infinitesimal images of local period maps using algebro-geometric methods; the idea, roughly, is to use the differential equations that define the maps $\psi$ to “evaluate” $\psi$ on small infinitesimal disks, and study algebraic constraints on the images of these disks. To model such infinitesimal disks we use the notion of (higher-dimensional) jet spaces, which are defined as follows:

**Notation.** For any ring $R$, we define $A^d_{r,R} = R[t_1, \ldots, t_d]/(t_1, \ldots, t_d)^{r+1}$, and write $\mathbb{D}^d_{r,R}$ for $\text{Spec} A^d_{r,R}$.

**Definition 1.2.6.** Suppose that $S$ is an $R$-scheme, the jet space $J^d_{r,S}$ is defined to be the $R$-scheme representing the functor $\text{Sch}_R \to \text{Set}$ given by

$$T \mapsto \text{Hom}_R(T \times_R \mathbb{D}^d_{r,R}, S), \quad [T \to T'] \mapsto [\text{Hom}_R(T' \times_R \mathbb{D}^d_{r,R}, S) \to \text{Hom}_R(T \times_R \mathbb{D}^d_{r,R}, S)].$$
where the natural map $\text{Hom}_R(T' \times R \mathbb{D}_{r,R}^d, S) \to \text{Hom}_R(T \times_R \mathbb{D}_{r,R}^d, S)$ obtained by pulling back along $T \times_R \mathbb{D}_{r,R}^d \to T' \times_R \mathbb{D}_{r,R}^d$.}

The representability of the functor defining $J_r^d S$ reduces as in [Urb21a, §2.1] to the representability of Weil restrictions, and hence holds for instance when $S$ is quasi-projective over $R$. Note that a map $g: S \to S'$ of $R$-schemes induces a natural map $J_r^d S \to J_r^d S'$ by post-composition.

The construction central to our main results, which generalizes [Urb21a, Theorem 1.11] and [Urb21b, Theorem 3.3], is the following:

**Theorem 1.2.7.** Let $S$ be a quasi-projective $R$-scheme, with $R$ an integral domain over $\mathbb{Z}$, and let $(\mathcal{H}, F^\bullet, \nabla)$ be a filtered vector bundle and flat connection on $S$ defined over $R$. Then there exists a canonical map of $R$-algebraic stacks

$$\eta_r^d: J_r^d S \to \text{GL}_{m,R} \backslash J_r^d \mathbb{L}_R,$$

with the following properties:

(i) the formation of $\eta_r^d$ is compatible with base-change along ring maps $R \to R'$ of integral domains over $\mathbb{Z}[1/r!]$, in the sense that if $\eta_r^{d'}$ is the map associated to the triple $(\mathcal{H}', F'^\bullet, \nabla')$ obtained by pullback to $S' = S_{R'}$, the natural diagram

$$
\begin{array}{ccc}
J_r^d S' & \xrightarrow{\eta_r^{d'}} & \text{GL}_{m,R'} \backslash J_r^d \mathbb{L}_{R'} \\
\downarrow & & \downarrow \\
J_r^d S & \xrightarrow{\eta_r^d} & \text{GL}_{m,R} \backslash J_r^d \mathbb{L}_R
\end{array}
$$

commutes;

(ii) if $g: S' \to S$ is a map of smooth quasi-projective $R$-schemes, and $\eta_r^{d'}$ is the map associated to the triple $(\mathcal{H}', F'^\bullet, \nabla')$ obtained by pullback along $g$, then $\eta_r^{d'} = \eta_r^d \circ J_r^d g$;

(iii) given a map $v: \mathbb{D}_{r,R}^d \to \mathbb{D}_{r,R}^{d'}$ over $R$ with $r' \leq r$, the diagram

$$
\begin{array}{ccc}
J_r^d S & \xrightarrow{\eta_r^{d'}} & \text{GL}_{m,R} \backslash J_r^d \mathbb{L}_R \\
\downarrow (-)\circ v & & \downarrow (-)\circ v \\
J_r^{d'} S & \xrightarrow{\eta_r^d} & \text{GL}_{m,R} \backslash J_r^{d'} \mathbb{L}_R
\end{array}
$$

commutes (see §2.2.4 for details);

(iv) for any $r$-climp $\psi$ associated to the étale neighbourhood $\delta: U \to \mathcal{H}_R^r$, and any jet $j \in (J_r^d U)(R)$ such $\psi$ is defined at the basepoint of $j$, we have $\psi \circ j = \eta_r^d(j)$ as points in $(\text{GL}_{m,R} \backslash J_r^d \mathbb{L})(R)$.

**Remark.** The condition that $R$ be an integral domain over $\mathbb{Z}[1/r!]$ ultimately comes from the need to consider derivatives of the maps $\psi$ up to order $r$, which may be poorly behaved in the presence of zero divisors and if the characteristic of $R$ is not greater than $r$. 


Chapter 2

Jets of Period Maps

2.1 Jet Maps and Derivatives

In what follows we fix a map $g : \mathbb{A}^k_R \to \mathbb{A}^\ell_R$ of affine spaces over $R$, and give an explicit description of the map $J^d_r g : J^d_r \mathbb{A}^k_R \to J^d_r \mathbb{A}^k_R$. We work in the setting where $R$ is an integral domain over $\mathbb{Z}[1/r!]$. In what follows we denote by $\mathcal{Q}_d^d$ the set of partitions of integers 0 through $r$ which have $d$ terms, and by $\emptyset$ the empty partition. An element $\sigma \in \mathcal{Q}_d^d$ is naturally identified with $k$ formal sums $\sum_{p \in \mathcal{Q}_d^d} a_{p,i} t^p$, where each $a_{p,i} \in R$, we have $1 \leq i \leq k$, and we use multi-index notation to exponentiate the tuple $\mathbf{t} = (t_1, \ldots, t_d)$. Viewing the map $g$ as a tuple $(g_1, \ldots, g_\ell)$ we compute $g \circ \sigma$ by computing, for each $1 \leq j \leq \ell$, the compositions

\[(g \circ \sigma)_j = g_j \left( \sum_{p \in \mathcal{Q}_d^d} a_{p,1} t^p, \ldots, \sum_{p \in \mathcal{Q}_d^d} a_{p,i} t^p \right). \tag{2.1}\]

Let us write $(g \circ \sigma)_j = \sum_{p \in \mathcal{Q}_d^d} b_{p,j} t^p$, and view both sides of the equality (2.1) as formal expressions. Taking $p$ to be the partition $i_1 + \cdots + i_q$, we may repeatedly differentiate both sides of (2.1) using the multivariate chain rule and evaluate at $\mathbf{t} = 0$ to obtain an equality

\[b_{p,j} = \frac{1}{i_1! \cdots i_q!} \left( \text{polynomial in} \left\{ \sum_{p \in \mathcal{Q}_d^d} a_{p,1} t^p, \ldots, \sum_{p \in \mathcal{Q}_d^d} a_{p,i} t^p \right\} \left( \sum_{p \in \mathcal{Q}_d^d} \varphi_{p,j} \left( a_{p,1}, \ldots, a_{p,\ell} \right), \begin{array}{c} p \in \mathcal{Q}_d^d; \\ a_{p,i}, \\ p \in \mathcal{Q}_d^d, 1 \leq i \leq k \end{array} \right) \right), \tag{2.2}\]

where we have used the fact that $R$ is a $\mathbb{Z}[1/r!]$-algebra to invert $i_1! \cdots i_q!$. In the above, $\mathcal{S}_j$ denotes the finite set of formal symbols appearing on the left-hand side of the bracketed expression with indices in the ranges given on the right-hand side of the bracketed expression.

Now let us denote by $B$ the polynomial algebra $R[\mathcal{S}]$, where $\mathcal{S} = \mathcal{S}_1 \cup \cdots \cup \mathcal{S}_\ell$. Then for each $p$ and $j$, the polynomial appearing on the right-hand side of (2.2), which we denote $h_{p,j}$, is an element of $R[\mathcal{S}]$. Then the above discussion proves the following:

**Proposition 2.1.1.** Let $e : \text{Spec} R[\mathcal{S}] \to J^d_r \mathbb{A}^k_R$ be the map given by $b_{p,j} \mapsto h_{p,j}$, and let $\varphi_g : J^d_r \mathbb{A}^k_R \to \text{Spec} R[\mathcal{S}]$ be the map given by instantiating each formal symbol in $\mathcal{S}$ with the associated
polynomial in the coordinates of $J^d_f \mathbb{A}^k_R$ determined by $g$. Then the diagram

$$
\begin{array}{c}
J^d_f \mathbb{A}^k_R \\
\downarrow \varphi_g \\
\text{Spec } R[\mathcal{S}] \\
\end{array}
\xrightarrow{c} \begin{array}{c}
J^d_f \mathbb{A}^\ell_R \\
\end{array}
$$

commutes.

In fact, the statement of Proposition 2.1.1 easily generalizes to include the situation where we consider maps between formal $R$-algebraic neighbourhoods of $\mathbb{A}^k_R$ and $\mathbb{A}^\ell_R$. To explain what we mean, let us fix points $t \in \mathbb{A}^k(R)$ and $u \in \mathbb{A}^\ell(R)$. Using the product structure of affine space, we have naturally associated tuples $(t_1, \ldots, t_k)$ and $(u_1, \ldots, u_\ell)$, where the entries of the tuples are points of $\mathbb{A}^1(R)$. If $x_1, \ldots, x_k$ are the natural coordinates of $\mathbb{A}^k$ and similarly $y_1, \ldots, y_\ell$ are the natural coordinates of $\mathbb{A}^\ell$, formal completion at the ideals $I = (x_1 - t_1, \ldots, x_k - t_k)$ and $J = (y_1 - u_1, \ldots, y_\ell - u_\ell)$ gives rings of formal power series $\mathcal{O}_{\mathbb{A}^k_I}$ and $\mathcal{O}_{\mathbb{A}^\ell_J}$.

Suppose now that we have a map $\hat{g} : \text{Spec } \mathcal{O}_{\mathbb{A}^k_I} \to \text{Spec } \mathcal{O}_{\mathbb{A}^\ell_J}$. Such a map induces a map $J^d_f \hat{g} : J^d_f \mathbb{A}^k_I \to J^d_f \mathbb{A}^\ell_J$ between the fibres of the jet spaces above $u$ and $t$, and this induced map depends only on the map $\hat{g}^r : \text{Spec } \mathcal{O}_{\mathbb{A}^k_I}/I^{r+1} \to \text{Spec } \mathcal{O}_{\mathbb{A}^\ell_J}/J^{r+1}$ induced by $\hat{g}$. The map $\hat{g}^r$ is also induced by a polynomial map $g : \mathbb{A}^k_R \to \mathbb{A}^\ell_R$, which may be obtained by from the map $\hat{g}$ by truncating the power series defining $\hat{g}$ after order $r$. Applying Proposition 2.1.1 and the functorial properties of the jet space construction, we obtain the following:

**Proposition 2.1.2.** Let $e$ be as in Proposition 2.1.1, and denote by $\varphi_{\hat{g}}$ the restriction of $\varphi_g$ to $J^d_f \mathbb{A}^k_I$. Then the diagram

$$
\begin{array}{c}
J^d_f \mathbb{A}^k_I \\
\downarrow \varphi_{\hat{g}} \\
\text{Spec } R[\mathcal{S}] \\
\end{array}
\xrightarrow{c} \begin{array}{c}
J^d_f \mathbb{A}^\ell_J \\
\end{array}
$$

commutes.

### 2.2 The Main Construction

In this section we prove Theorem 1.2.7, which means constructing a $\text{GL}_{m,R}$-torsor $\gamma : \mathcal{P}^d_r \to J^d_f S$ as well as a $\text{GL}_{m,R}$-invariant algebraic map $\alpha : \mathcal{P}^d_r \to J^d_f \mathcal{I}_R$ such that the pair $(\gamma, \alpha)$ defines the map $\eta^d_r$ using the usual description of maps to a quotient stack. We will carry out the construction locally on $S$, with the construction on a general $S$ being obtained by gluing. The process is analogous to the arguments that appear in [Urb21a, §3] and [Urb21b, §3], which the reader can consult for additional details.

#### 2.2.1 Local Construction

With this in mind, after possibly shrinking the base $S$ we assume that we have $S = \text{Spec } A$ for an $R$-algebra $A$, a filtration-compatible trivialization $v^1, \ldots, v^m$ of the filtered vector bundle $(\mathcal{F}, F^*)$, and that $\Omega^1_{A/R}$ is free with basis $dz_1, \ldots, dz_n$. The relative tangent sheaf $\mathcal{I}_{S/R}$, which is dual to $\Omega^1_{A/R}$, is then trivialized by the differential operators $\partial_1, \ldots, \partial_n$ obtained from duality. We write
The term for each value of \( B \) functions \( \alpha \) the natural projection. We let

\[
P(\xi) \quad \text{and for a general} \quad v \quad \text{the polynomials} \quad P(\xi) \quad \text{are well-defined (independent of the choice of ordering of} \quad \ell_1, \ldots, \ell_\alpha). \]

**Proof.** Because the operators \( \partial_1, \ldots, \partial_n \) all pairwise commute, it suffices to check that that

\[
\partial_\ell_1 \xi_{(\ell_2),jk} = \partial_\ell_2 \xi_{(\ell_1),jk} \tag{2.4}
\]

for each choice of \( \ell_1 \) and \( \ell_2 \). Indeed, suppose we verify this condition, and then use the equality \( \partial_\ell f_{jk} = \xi_{(\ell),jk} \) for \( 1 \leq j, k \leq m \) to define, via the Leibniz rule, an extension of the operator \( \partial_\ell \) to the polynomial ring \( A[f_{tu}, 1 \leq t, u \leq m] \). Then the equality (2.4) will simply say that the extended operators commute pairwise, which implies the commutativity of all mixed partials inductively.

The condition (2.4) comes from the integrability of the connection \( \nabla \). To see this, simply compute that

\[
\partial_\ell_2 \xi_{(\ell_1),jk} - \partial_\ell_1 \xi_{(\ell_2),jk} = \sum_{i=1}^{m} \left( (\partial_\ell_2 f_{ik} c_{ij},\ell_2 - \partial_\ell_2 f_{ik} c_{ij},\ell_1) + (f_{ik} \partial_\ell_1 c_{ij},\ell_2 - f_{ik} \partial_\ell_1 c_{ij},\ell_1) \right)
\]

\[
= \sum_{i=1}^{m} \sum_{i'=1}^{m} (f_{ik} c_{ij},\ell_2 c_{ij},\ell_i - f_{ik} c_{ij},\ell_1 c_{ij},\ell_{i'}) + \sum_{i'=1}^{m} (f_{ik} \partial_\ell_1 c_{ij},\ell_2 - f_{ik} \partial_\ell_1 c_{ij},\ell_1)
\]

\[
= \sum_{i'=1}^{m} \sum_{i=1}^{m} (c_{ij},\ell_2 c_{ij},\ell_i - c_{ij},\ell_1 c_{ij},\ell_{i'}) + \partial_\ell_1 c_{ij},\ell_2 - \partial_\ell_2 c_{ij},\ell_1
\]

The inner term for each value of \( i' \) is simply the coordinate form of the curvature tensor, hence from flatness each term in the sum vanishes, hence the result. \( \square \)

We are now ready to construct the pair \( (\gamma, \alpha) \). We define \( \mathcal{R}^d_r = J^d_r S \times \text{GL}_m, \) and take for \( \gamma \) the natural projection. We let \( \delta : S \to A^m \) be the \( \gamma \) map over \( R \) induced by the functions \( z_1, \ldots, z_n \). The map \( \alpha : \mathcal{R}^d_r \to J^d_r \tilde{L}_R \) will be defined to be \( (J^d_r (q \circ i)) R \circ e \circ \zeta \), where:

(i) The map \( J^d_r (q \circ i) \) is the map \( J^d_r \text{GL}_m \to J^d_r \tilde{L} \) induced by the map \( q \circ i \), where \( q \) is as in §1.2 and \( i : \text{GL}_m \to \text{GL}_m \) is the inversion.
(ii) The map $e$ is the map of Proposition 2.1.1 and Proposition 2.1.2 above where we take $\mathbb{A}^n_R$ to be the “source” affine space and the space $\mathcal{M}_R$ of all $m \times m$ matrices over $R$ to be the “target” affine space. In particular, the map $g$ of Proposition 2.1.1 is a map $\mathbb{A}^n_R \to \mathcal{M}_R$, and the functions $h_{p,j}$ (in the notation of §2.1) we regard as being indexed $h_{q,jk}$ where the indices $1 \leq j, k \leq m$ correspond to the entries $[M_{tu}]$ of the matrices in $\mathcal{M}_R$.

(iii) The map $\zeta : J^d_1 S \times_R GL_{m,R} \to \text{Spec } R[\mathcal{S}]$ is the map given by

$$\langle \sigma, [M_{tu}] \rangle \mapsto (\delta \circ \sigma, \xi_{q,jk}([M_{tu}], \pi(\sigma))),$$

(2.5)
on points, where the entries $\xi_{a,jk}([M_{tu}], \pi(\sigma))$ are the values of the functions $h_{q,jk}, \pi : J^d_1 S \to S$ is the natural projection, and we range over all choices of indices. This map on points can be interpreted in the sense of functors of points, and hence this gives a complete definition. In particular, we obtain an algebraic map over $R$.

We note that, because the matrices $[M_{tu}]$ are assumed to be points in $\mathcal{M}_{m,R}$, the composition $e \circ \zeta$ has image in $J^d_1 GL_{m,R} \subset J^d_1 \mathcal{M}_R$, so the definition makes sense.

### 2.2.2 Relation to Period Maps

In preparation for extending the construction globally, we first relate it to the notion of étale infinitesimal local period maps (elimps) discussed in the introduction. All elimp in this section will be relative to the frame $v^1, \ldots, v^m$ fixed in §2.2.1, which means that if $\psi = q \circ M$ is an elimp, then $M$ gives a change-of-basis matrix between a restriction to an infinitesimal neighbourhood of $v^1, \ldots, v^m$ and a flat frame.

**Lemma 2.2.2.** Suppose that $\psi = q \circ M$ is an $r$-climp associated to $\delta' : U \to \mathbb{A}^n_R$, where $\delta'$ is the restriction of $\tau \circ \delta$ to an open $R$-subscheme $U \subset S$, with $\tau : \mathbb{A}^n_R \to \mathbb{A}^n_R$ a translation by an $R$-point, and $\delta$ the étale map fixed in §2.2.1. Let $s : \text{Spec } R \to S$ be an $R$-point above 0. Then the components $f_{jk}$ of the matrix-valued infinitesimal map $f = M^{-1}$ have partial derivatives with respect to the operators $\partial_1, \ldots, \partial_n$ associated to $z_1, \ldots, z_n$ given at the $R$-point $s$ by $\xi_{q,jk}(s, f(s))$, where $q$ is a partition of an integer between 0 and $r$ as in §2.2.1.

**Proof.** The flat frame $b^1, \ldots, b^m$ associated to $v^1, \ldots, v^m$ by $M$ satisfies $b^k = \sum_{i=1}^m f_{ik} v^i$, and hence letting $\nabla v^i = \sum_{j=1}^m c_{ij} \otimes v^j$ as in §2.2.1 we find that

$$\nabla b^k = \nabla \left( \sum_{i=1}^m f_{ik} v^i \right)$$

$$= \sum_{j=1}^m df_{jk} \otimes v^j + \sum_{i=1}^m f_{ik} \left( \sum_{j=1}^m c_{ij} \otimes v^j \right)$$

$$= \sum_{j=1}^m \left( df_{jk} + \sum_{i=1}^m f_{ik} c_{ij} \right) \otimes v^j,$$

and hence $\nabla b^k = 0$ implies that $df_{jk} = -\sum_{i=1}^m f_{ik} c_{ij}$. This is in agreement with the differential system which defined the polynomials $\xi_{q,jk}$ in (2.3) as soon as one expands $c_{ij}$ in terms of the basis
$dz_1, \ldots, dz_n$ for $\Omega^1_{S/R}$; we note that replacing $\delta$ with $\delta'$ has no effect on the basis $dz_1, \ldots, dz_n$, and hence the induced operators $\partial_1, \ldots, \partial_n$.

**Lemma 2.2.3.** Suppose that $\psi = q \circ M$ is an r-elimp associated to the étale neighbourhood $\delta' : U \to \mathbb{A}^n_R$ as in Lemma 2.2.2, and that $s : \text{Spec} R \to U$ is an $R$-point lying in $\delta^{-1}(0)$. Then if $M_0$ is the value of $M$ at $s$, we have $\alpha(j, M_0^{-1}) = \psi \circ j$ for any $j \in (J^d_S)(R)$ lying above $s$.

**Proof.** The fibre $\delta^{-1}(0)$ is a closed subscheme of $U$, finite over $R$, of which is the union of $s$ and a closed $R$-subscheme $c$. We may replace $U$ with $U \smallsetminus c$ so that the map $\psi$ is an r-limp. To verify that $\alpha(j, M_0^{-1}) = \psi \circ j$, it suffices, using the construction $\alpha = (J^d_q \circ \iota)_R \circ e \circ \zeta$, to verify that $(e \circ \zeta)(j, M_0^{-1}) = M^{-1} \circ j$. We will write $f = M^{-1}$ in what follows. Let $x_1, \ldots, x_n$ be the natural coordinates on $\mathbb{A}^n_R$, and $z_1, \ldots, z_n \in \mathcal{O}_S(U)$ their images under $\delta^\sharp : R[x_1, \ldots, x_n] \to \mathcal{O}_S(U)$. Then the partial derivative operators induced by these coordinates are related by $(\partial_i(\delta^\sharp(g)))_s = (\partial_i g)_0$. Denote by $f' \in \text{GL}_m(\mathcal{O}_{\mathbb{A}^n_R, 0})$ the formal map whose pullback under $\delta^\sharp$ is given by $f$. We then have that

\[
\begin{align*}
f \circ j &= \delta^\sharp(f') \circ j \\
&= f' \circ (\delta \circ j) \quad \text{(2.6a)} \\
&= (e \circ \varphi')(\delta \circ j) \quad \text{(2.6b)} \\
&= e(\partial_j (\delta q j k)(0)) \quad \text{(2.6c)} \\
&= e(\partial_j (\delta q j k)(s)) \quad \text{(2.6d)} \\
&= e(\partial_j, \zeta_{q j k}(f j k(s), s)) \quad \text{(2.6e)} \\
&= e(\zeta(j, M_0^{-1})). \quad \text{(2.6f)}
\end{align*}
\]

where on line (2.6c) we apply Proposition 2.1.2; on lines (2.6d), (2.6e) and (2.6f) the indices $q, j$ and $k$ range over all $q \in \mathbb{N}$ and $1 \leq j, k \leq m$; on lines (2.6d) and (2.6e) we apply partial differentiation with respect to the coordinates $x_1, \ldots, x_n$ and $z_1, \ldots, z_n$, respectively; and lastly on line (2.6f) we apply Lemma 2.2.2.

**Lemma 2.2.4.** Suppose that $R = K$ is a field. Then for each $K$-point $(j, f_0) \in \mathcal{O}_r^d(K) = (J^d_S \times \text{GL}_m)(K)$, there exists a unique r-limp $\psi = q \circ M$ relative to $v^1, \ldots, v^m$ such that the value of $M$ at $\delta^{-1}(0)$ is equal to $f_0$.

**Proof.** Let $s \in S(K)$ be the image of $j$ under the projection $J^d_S \to S$. After replacing $\delta : S \to \mathbb{A}^n_R$ with its translate by $\delta(s)$ we may assume that $s$ lies in the fibre $\delta^{-1}(0)$, and after replacing $S$ with an open subset $U \subset S$ we may further assume that $\delta^{-1}(0) = s$. To show existence, we will construct an appropriate matrix $M = \text{GL}_m(\mathcal{O}_{S, \delta})$ such that $M$ is the change of basis matrix between the image of the frame $v^1, \ldots, v^m$ in $\mathcal{H}^\delta_f$ and a flat frame $b^1, \ldots, b^m$ of $\mathcal{H}_f^\delta$. Using the coordinates $z_1, \ldots, z_n$ induced by $\delta$ we may define $f_{j k}$ to be the formal function whose $z^{i_1} \cdots z^{i_j}$ coefficient is $\frac{1}{s} \zeta_{q j k}(s, f_0^{-1})$, where $q \in \mathbb{N}$ is the partition $i_1 + \cdots + i_j$ and $\zeta_{q j k}$ is as in §2.2.1; the well-definedness comes from the well-definedness of the functions $\zeta_{q j k}$ shown in Lemma 2.2.1. The same computation as in Lemma 2.2.2 then shows that $M = f^{-1}$ gives the necessary change of basis matrix. We note that $f \in \text{GL}_m(\mathcal{O}_{S, \delta})$ is invertible because $f_0$ is.
For uniqueness, we note that \( f \) is uniquely determined by its partial derivatives up to order \( r \), which are determined by the differential system induced by \( \nabla \) and the pair \((s, f_0)\) by the calculation of Lemma 2.2.2, and this uniquely determines \( M \).

### 2.2.3 Gluing

We now use the results of §2.2.2 to glue the construction in §2.2.1 to a global construction.

**Lemma 2.2.5.** The map \( \alpha \) constructed in §2.2.2 is independent of the choice of trivializing sections \( dz_1, \ldots, dz_n \).

*Proof.* We let \( dz'_1, \ldots, dz'_n \) be another choice, and let \( \alpha' \) be the associated map. To show that \( \alpha \) and \( \alpha' \) agree, it suffices to base-change and replace the integral domain \( R \) with its fraction field \( K \). Moreover, by taking the algebraic closure of \( K \), we may assume that \( K \) is algebraically closed, which means that we can verify that \( \alpha \) and \( \alpha' \) are the same map by verifying that they agree on \( K \)-points.

The result then follows from Lemma 2.2.3 and Lemma 2.2.4 above, since the notion of \( r \)-limp is independent of the sections trivializing \( \Omega^1 \Sigma_j/R \). In particular, for any \((j, f_0) \in \mathcal{P}^d(K)\) we have that

\[
\alpha(j, f_0) = \psi_0 \circ j = \alpha'(j, f_0),
\]

for a unique \( \psi_0 \) determined by \( f_0 \) and the the image \( s \) in \( S \) of the jet \( j \).

*Proof.* Let \([a_{ki}] \in \text{GL}_m(S)\) be the matrix defined by the property that \( v^i = \sum_{j=1}^m a_{ji}v^j \). Both \( \mathcal{P}^d \) and \( \mathcal{P}^d_r \) are modelled as \( J^d S \times \text{GL}_m \), so we may take \( i_{v^i} \) to be given by \( id \times m_A \), where we denote by \( m_A \) multiplication from the right by \( A = [a_{ki}] \). To check the equality \( \alpha' \circ i_{v^i} = \alpha \circ i_{v^i} \), it suffices once again to replace \( R \) with its fraction field \( K \), and then \( K \) with its algebraic closure, and check the equality on \( K \)-points. Letting \((j, f_0) \in \mathcal{P}^d(K)\) be a point with \( j \) lying above the point \( s \in (K, K) \), we let \( \psi_{f_0} \) be the limp relative to \( v^1, \ldots, v^m \) at \( s \) determined by \( f_0 \) as in Lemma 2.2.4, and similarly we let \( \psi'_{f_0} \) be the \( r \)-limp relative to \( v^1, \ldots, v^m \) at \( s \) determined \( f'_0 = f_0 \cdot A(s) \).

It will suffice to check that \( \psi_{f_0} = \psi'_{f_0} \). Recalling that \( \psi_{f_0} = q \circ M \) and \( \psi'_{f_0} = q \circ M' \) for change-of-frame matrices \( M \) from \( v^1, \ldots, v^k \) to \( b^1, \ldots, b^k \) and \( M' \) from \( v^1, \ldots, v^m \) to \( b^1, \ldots, b^k \), it suffices to check that \( CM = M' \) for a matrix \( C \in \text{GL}_m(\mathcal{O}_{S, s}) \) that preserves the fibres of \( q \). Recalling the definition of \( q \) in §1.2, such a matrix must be block triangular with blocks of size \( \dim F^i/F^{i+1} = h^i \).

Letting \( f = M^{-1} \) and \( f' = M'^{-1} \) we have that

\[
b^k = \sum_{i=1}^m f_{ik}v^i = \sum_{i=1}^m \left( \sum_{j=1}^m a_{ji}f_{ik} \right) v^j.
\]

It follows that the functions \( a_{ji}f_{ik} \) also define a flat frame at \( s \) in terms of the frame \( v^1, \ldots, v^m \), and from the equality

\[
f'(s) = f'_0 = f_0 A(s) = f(s) A(s),
\]

and a uniqueness argument as in Lemma 2.2.4 we learn that \( f' = fA \). Taking inverses, the result follows with \( C = A^{-1} \).
This completes the proof that \( \alpha = \alpha' \circ i_{uv'} \). The claimed cocycle condition is immediate from the definition. \( \square \)

Lemma 2.2.6 finally lets us complete our definition of \( \eta^d_{\mathfrak{g}} \) in general, allowing us to drop the assumption on \( S \) we made at the beginning of \S 2.2.1. We define \( \eta^d_{\mathfrak{g}} \) locally on open neighbourhoods \( U \subset S \) by the construction in 2.2.1, and the statement of the lemma can be read as specifying a gluing datum for a torsor over \( S \) with transition maps associated to different local trivializations given by the maps \( i_{uv'} \). We define \( \eta^d_{\mathfrak{g}} \) to be the map defined by the thus constructed global \( \text{GL}_m \)-torsor.

Lastly, let us give a coordinate-invariant description of the pair \( (\gamma, \alpha) \) which will be useful later:

**Lemma 2.2.7.** The bundle \( \mathfrak{P}^d_r \) is nothing other than the base-change along the map \( J^d_r S \to S \) of the frame bundle associated to \( \mathfrak{H} \to S \). Thus a point in \( \mathfrak{P}^d_r(S) \) may be identified with a pair \( (j, \iota) \), where \( j \in (J^d_r S)(R) \) lies above \( s \in S(R) \) and \( \iota \) is an isomorphism \( \mathfrak{H}_s \stackrel{\sim}{\to} \mathbb{R}^m \). Moreover, if \( \psi = q \circ M \) is an \( r \)-elimp defined at \( s \) such that \( M(s) \) is the change-of-basis matrix between a filtration-compatible frame and the flat basis determined by \( \iota \), then \( \alpha(j, \iota) = \psi \circ j \).

**Proof.** Immediate from the construction and the arguments of Lemma 2.2.3 and Lemma 2.2.6 above. \( \square \)

**Definition 2.2.8.** A pair \( (\psi, \iota) \), where \( \psi = q \circ M \) is an elimp defined at \( s \) and \( M(s) \) is the change-of-basis matrix from a filtration compatible frame to the frame determined by \( \iota \), is an isomorphism \( \Psi : \text{GL}_m \to \text{GL}_m \). Moreover, if \( \psi = q \circ M \) is an \( r \)-elimp defined at \( s \) such that \( M(s) \) is the change-of-basis matrix between a filtration-compatible frame and the flat basis determined by \( \iota \), then \( \alpha(j, \iota) = \psi \circ j \).

**2.2.4 Key Properties**

We now check that the listed properties in Theorem 1.2.7 hold. Most of this is essentially immediate from the construction, though we provide some details.

Beginning with (i), suppose that \( (\gamma, \alpha) \) defines \( \eta^d_{\mathfrak{g}} \) and \( (\gamma', \alpha') \) defines \( \eta'^d_{\mathfrak{g}} \). Let \( g : S' \to S \) be the base-change map. We start by observing the existence of a natural map \( \xi : \mathfrak{P}^d_r' \to \mathfrak{P}^d_r \). Given a filtration-compatible frame \( v^1, \ldots, v^m \) over a Zariski open subset \( U \subset S \), the pullback \( g^* v^1, \ldots, g^* v^m \) is a filtration-compatible frame for \( \mathfrak{H}' , F^*, \nabla' \). Letting \( U' = g^{-1}(U) \) and using the local models \( \mathfrak{P}^d_r|_{U'} = J^d_r U' \times \text{GL}_{m,R} \) and \( \mathfrak{P}^d_r|_{U} = J^d_r U \times \text{GL}_{m,R} \), we define \( \xi|_{U'} = (J^d_r g)|_{U'} \circ i_{R'} \), where \( i_{R'} : \text{GL}_{m,R} \to \text{GL}_{m,R} \) is the base-change map. That \( \xi \) is well-defined is immediate from the constructions of \( \mathfrak{P}^d_r \) and \( \mathfrak{P}^d_r' \). One easily checks that

\[
\begin{array}{ccc}
\mathfrak{P}^d_r & \xrightarrow{\xi} & \mathfrak{P}^d_r' \\
\downarrow{\delta'} & & \downarrow{\delta} \\
J^d_r S' & \xrightarrow{J^d_r g} & J^d_r S
\end{array}
\]

is a fibre product diagram. To prove (i), it then suffices to check that \( \alpha' = \alpha \circ \xi \). This can be done locally on \( S \), so we can fix a map \( \delta' : U \to \mathfrak{H}_p' \) with base-change \( \delta' : U \to \mathfrak{H}_p \). One then easily checks that, in the notation of \S 2.2.1 above, we have \( \zeta_R \circ (J^d_r g \times i_{R'}) = \zeta' \), where \( \zeta \) and \( \zeta' \) are the maps given by (2.5), hence the result.

Next we consider (ii). The first part of the verification, which includes the construction of \( \xi \), and verifying that the diagram (2.7) is a fibre product diagram, is essentially identical to (i), the
only difference being that we define \( \xi|_{U'} = (J^d_f g)|_{U'} \times \text{id} \). To verify that \( \alpha' = \alpha \circ \xi \) we may freely base-change to replace \( R \) with its fraction field \( K \), and \( K \) with its algebraic closure \( \overline{K} \). This allows us to reduce to verifying the equality \( \alpha' = \alpha \circ \xi \) on the level of \( \overline{K} \) points. The statement is local, so we may work with local models \( \mathcal{D}^d|_U \simeq J^d_d U \times \operatorname{GL}_m, \overline{R} \) and \( \mathcal{D}^d|_{U'} \simeq J^d_d U' \times \operatorname{GL}_m, \overline{R} \) associated to the frames \( v^1, \ldots, v^m \) and \( g^* v^1, \ldots, g^* v^m \). Consider a point \( (j', f'_0) \in (J^d_d U')(\overline{K}) \times \operatorname{GL}_m(\overline{K}) \) and let \( s' \) be the image of \( j' \) in \( U'(\overline{K}) \). Let \( s = g(s') \), and let \( \psi = q \circ M \) be the \( r \)-limp defined at \( s \) with \( M(s)^{-1} = f'_0 \) obtained by from Lemma 2.2.4. Then \( \psi \circ g \) is an \( r \)-limp the defined at \( s' \) by the initial condition \( f'_0 \). Applying Lemma 2.2.3 we have

\[
\alpha'(j', f'_0) = (\psi \circ g) \circ j' = \psi \circ (g \circ j') = \alpha(g \circ j', f'_0) = \alpha(\xi(j', f'_0)).
\]

Next we prove (iii); we begin by explaining the statement. The map \( v : \mathbb{D}^d_{r,R} \to \mathbb{D}^d_{r',R} \) induces, for any \( R \)-scheme \( X \), a map of functors

\[
\text{Hom}_R((-) \times_R \mathbb{D}^d_{r,R}, X) \to \text{Hom}_R((-) \times_R \mathbb{D}^d_{r',R}, X),
\] (2.8)

by precomposition. Taking \( X = \tilde{L}_R \) we obtain from representability a map \((-) \circ v : J^d_f \tilde{L}_R \to J^d_f \tilde{L}_R \). This map commutes with the actions of \( \operatorname{GL}_m, R \) on \( J^d_f \tilde{L}_R \) and \( J^d_f \tilde{L}_R \), and so induces a map \( \operatorname{GL}_m, R \backslash J^d_f \tilde{L}_R \to \operatorname{GL}_m, R \backslash J^d_f \tilde{L}_R \) of quotient stacks. We describe this latter map explicitly on points. A point of \( \operatorname{GL}_m, R \backslash J^d_f \tilde{L}_R \) over the \( R \)-scheme \( T \) is a pair \( (\varepsilon, \beta) \) consisting of a \( \operatorname{GL}_m, R \)-torsor \( \varepsilon : \mathcal{T} \to T \) and a \( \operatorname{GL}_m, R \)-invariant map \( \beta : \mathcal{T} \to J^d_f \tilde{L} \). Its image in \( \operatorname{GL}_m, R \backslash J^d_f \tilde{L}_R \) is then the point associated to the pair \( (\varepsilon, \beta \circ v) \).

From this discussion we see that (iii) amounts to the statement that if \( (\gamma', \alpha') \) is the pair corresponding to \( \eta'_d \) and \( (\gamma, \alpha) \) is the pair corresponding to \( \eta'_d \), then the pair \( (\gamma', \alpha' \circ v) \) is isomorphic to the pullback \( ((-) \circ v)^* (\gamma, \alpha) \) of the pair along the map \((-) \circ v : J^d_f S \to J^d_f S \) induced by Equation 2.8 with \( X = S \). That the torsor \( \gamma \) pulls back to the torsor \( \gamma' \) is immediate from its local construction and we do not repeat this verification. That \( \alpha \) pulls back to \( \alpha' \circ v \) may be checked on points in a similar fashion to our arguments in (i) and (ii), where we reduce to considering everything over the closure \( \overline{K} \) of the fraction field \( K \) of \( R \) and then evaluate the respective maps by constructing appropriate \( r \)-limps using Lemma 2.2.4.

Finally, (iv) is simply a coarser version of Lemma 2.2.3 which we have used throughout this verification.
Chapter 3

Additional Jet-Theoretic Constructions

This is a short section describing some additional constructions associated to jets and jet schemes that we will find useful in our main arguments.

Definition 3.0.1. Given an \( R \)-scheme \( X \) with associated jet-scheme \( J^d X \) over \( R \), the constant subscheme \( c(X) \subset J^d X \) is the image of the section \( c : X \to J^d X \) which is induced on the level of functors by the map
\[
\text{Hom}_R(T, X) \to \text{Hom}_R(T \times_R \mathbb{D}^d_{r,R}, X),
\]
which associates to the map \( T \to X \) the map \( T \times_R \mathbb{D}^d_{r,R} \to T \to X \) coming from the natural projection \( A^d_{r,R} \to R \).

Definition 3.0.2. For later use, we define \( J^d_{r,n}X \subset J^d X \) to be the open subscheme of “non-constant” jets, i.e., the open subscheme corresponding to the complement \( J^d X \setminus c(X) \).

In coordinates, the map \( c \) amounts to associating to a point \( x \in X(R) \) the map from \( \mathbb{D}^d_{r,R} \) landing at \( x \) whose partial derivatives are all constant, and doing so functorially in \( R \). We use it to associate to any family \( u : Y \to M \) over \( R \) an associated family \( u^d : Y^d \to M \), as follows:

Lemma 3.0.3. Suppose that \( u : Y \to M \) is a map of \( R \)-schemes, and let \( Y^d \subset J^d Y \) be the fibre above \( c(M) \subset J^d M \), and denote by \( u^d : Y^d \to M \) the induced projection. Then if \( q \in M \) is a scheme-theoretic point, the natural inclusion \( J^d_q Y_m \to Y^d_{r,m} \) is an isomorphism, where the fibres are taken with respect to the map \( m : \kappa(q) \to \mathcal{M} \).

Remark. The statement of Lemma 3.0.3 may be interpreted on the level of functors of points; that is, one does not have to worry whether the schemes \( J^d Y \) and \( J^d M \) exist or not.

Proof. A map \( T \to Y^d_{r,m} \) of schemes over \( \kappa(q) \) is the data of a map \( \sigma : T \times_{\kappa(q)} \mathbb{D}^d_{r,\kappa(q)} \to Y \) which:

- the map \( \sigma_2 : T \times_{\kappa(q)} \mathbb{D}^d_{r,\kappa(q)} \to M \) obtained as \( \sigma_2 = u \circ \sigma \), is constant; that is to say, the map \( \sigma_2 \) factors as \( T \times_{\kappa(q)} \mathbb{D}^d_{r,\kappa(q)} \to T \xrightarrow{\xi} M \) via the structure morphism \( \mathbb{D}^d_{r,\kappa(q)} \to \text{Spec} \kappa(q) \);
and for which the map $\xi$, which also arises by first pulling back $\sigma$ along the inclusion $\iota : T \hookrightarrow T \times_{\kappa(q)} \mathbb{D}_r^{d} T_{r,\kappa(q)}$ and then composing with $u$, in fact factors as $\xi = m \circ \tau$, where $\tau : T \to \text{Spec} \kappa(q)$ is the structure morphism.

Combining these two points, we obtain the fibre product diagram

$$
\begin{array}{c}
\mathbb{D}_r^{d} T_{r,\kappa(q)} \times_{\kappa(q)} T \\
\downarrow \sigma \\
\mathcal{Y}_m \rightarrow \text{Spec} \kappa(q) \\
\downarrow m \\
\mathcal{Y} \\
\end{array}
$$

showing that $\sigma$ corresponds to a point of $J_r^{d} \mathcal{Y}_m$.

We will also later find that the following subclass of jets will be useful:

**Definition 3.0.4.** For a $R$-scheme $X$, we define $J_r^{d} \subset J_r^{d} X$ to be the open subscheme of “non-degenerate jets”, defined as follows:

- for $r = 0$ we have $J_{0,nd}^{d} X = X$;
- for $r = 1$ we have a natural projection $\nu : J_1^{d} X \to (TX)^d$ to the $d$-times self-product of the relative tangent bundle induced by the natural map $R[t_1,\ldots,t_d]/(t_1,\ldots,t_d)^2 \to R[t_1]/(t_1)^2 \times \cdots \times R[t_d]/(t_d)^2$, and we define $J_{1,nd}^{d} X$ to be the fibre above the locus of $d$-tuples of linearly independent vectors above a common point of $X$;
- for $r \geq 2$ we let $J_{r,nd}^{d} X$ be the fibre above $J_{1,nd}^{d} X$.

The formation of the scheme $J_{r,nd}^{d} X$ is functorial in $R$. Its utility comes from the following two lemmas, which will let us use “families” of non-degenerate jets to study (possibly formal) local period maps.

**Definition 3.0.5.** Suppose that we have a collection $\{Y_r\}_{r \geq 0}$ of schemes over $R$ and maps $\pi_{r+1} : Y_{r+1} \to Y_r$ of $R$-schemes. Then by a compatible sequence of points in $\{Y_r\}_{r \geq 0}$ we mean a sequence $\{\sigma_r\}_{r \geq 0}$ with $\sigma_r \in Y_r(R)$ and $\pi_{r+1}(\sigma_{r+1}) = \sigma_r$ for all $r \geq 0$. The two primary cases of interest are:

- $Y_r$ is a subscheme of $J_r^{d} X$ for some $R$-scheme $X$, and the projections are obtained by restricting the projections $J_{r+1}^{d} X \to J_r^{d} X$;
- $Y_r$ is a subscheme of the torsor $\mathbb{P}_r^{d}$ constructed in §2.2.3, and the projections are obtained by restricting the projections $\mathbb{P}_{r+1}^{d} \to \mathbb{P}_{r}^{d}$.

**Lemma 3.0.6.** Suppose that we have a collection $\{Y_r\}_{r \geq 0}$ of $\mathbb{C}$-schemes with maps $\pi_{r+1} : Y_{r+1} \to Y_r$, and define $\pi'_r : Y_r \to Y_r$ for $r' \geq r$ to be the composition $\pi_{r+1} \circ \cdots \circ \pi_{r'}$. Let $\{\mathcal{T}_r\}_{r \geq 0}$ be a family of constructible subsets, with $\mathcal{T}_r \subset Y_r$, and such that $\pi_{r+1}(\mathcal{T}_{r+1}) \subset \mathcal{T}_r$. Then if $\pi'_0(\mathcal{T}_{r})$ is non-empty for each $r$ and $j_0 \in \bigcap_{r} \pi'_0(\mathcal{T}_{r})$, there exists a compatible sequence $\{j_r\}_{r \geq 0}$ with $j_r \in \mathcal{T}_r$ for all $r$.

**Proof.** See [Urb21a, Lemma 5.3].
Lemma 3.0.7. Suppose that $\psi: B \to Y$ is a map of analytic spaces with $B$ irreducible of dimension $d$, and that there exists a compatible sequence $\{j_r\}_{r \geq 0}$ with $j_r \in J_{r,nd}^d B$ such that $\psi \circ j_r$ lies in $J_r^d Z$ for all $r$, where $Z \subset Y$ is a closed analytic subvariety. Then $\psi(B) \subset Z$.

Proof. This is [Urb21b, Lemma 4.5].
Chapter 4

Subvarieties of Flags Defined by Tensors

Let $R$ be a ring. In this section we study algebraic loci in $\tilde{L}_R$ which are defined by pairs $(F^\bullet, U)$, where is a flag $F^\bullet \in \tilde{L}_R(R)$ of weight $w$, and for which $U$ is a submodule of “Hodge-like” elements — let us explain what we mean.

**Notation.** Given a free $R$-module $V$ for $R$ a ring, and integers $a, b \geq 0$, we write

$$V^{a,b} = V^{\otimes a} \otimes (V^*)^{\otimes b}.$$  

If $F^\bullet$ is a filtration on $V$, there is a natural induced filtration on $V^{a,b}$ (see [Del71, §1.1]), which we will also denote by $F^\bullet$.

**Notation.**

- If $F^\bullet$ is any filtration of even weight $2j$ we write $F^{\text{mid}}$ for $F^j$; we do this in situations where the weight of $F^\bullet$ is unimportant to avoid introducing unnecessary notation.

- If $F^\bullet$ is a filtration of odd weight we set $F^{\text{mid}} = 0$.

- Given a free $R$-module $V$, we will also use the notation $F^{\text{mid}}$ to denote the sum

$$\bigoplus_{a,b \geq 0} F^{\text{mid}} V^{a,b},$$

with the intended meaning being clear from context.

**Definition 4.0.1.** We say that filtrations $F^\bullet$ and $F'^\bullet$ of the same weight $w$ on $V$ are *opposed* if $F^p \oplus F'^{w-p+1} = V$ for all $p$.

The situation of interest is then as follows. We will study loci in $\tilde{L}_R$ defined by pairs $(F^\bullet, U)$ for which the following property holds:

**(M)** There exists a filtration $F'^\bullet_c$, opposed to $F^\bullet$, and the submodule $U \subset \bigoplus_{a,b \geq 0}(R^m)^{a,b}$ is spanned over $R$ by elements of $F^{\text{mid}}_c \cap F'^{\text{mid}}_c$.  
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There are two primary situations where we are interested in this setup:

(1) The Hodge theoretic setting: here we have $R = \mathbb{C}$, the flag $F^\bullet$ is the Hodge flag for some polarizable Hodge structure of weight $w$ on $\mathbb{R}^m$, and we have $F^*_c = \overline{F}^\bullet$.

(2) The positive-characteristic algebraic de Rham setting: here $R = \kappa$ is a field of positive characteristic $p$, and the filtrations $F^\bullet$ and $F^*_c$ are obtained by transferring the Hodge and conjugate filtration along an identification $\kappa^m \cong H^w_{\text{dR}}(Y)$ for $Y$ a smooth projective algebraic variety over $\kappa$.

Given such a conjugate filtration $F^*_c$, we will write $H^{p,q}$ for the intersections $F^p \cap F^q$. That $F^*_c$ is opposed to $F^\bullet$ means that $\sum H^{p,w-p}$ is a direct sum decomposition of $R^m$.

4.1 Polarizations

As it will be the case in the situations we consider, we are particularly interested in the situation where we have non-degenerate bilinear form $Q : R^m \otimes R^m \to R$, either symmetric or alternating, and our flag $F^\bullet$ is polarized by $Q$. This means it is a point of the $R$-subscheme $\tilde{L}_{\text{pol}} \subset \tilde{L}_R$ defined by the relation

$$Q(F^p,F^{w-p+1}) = 0, \quad 0 \leq p \leq w + 1.$$ 

(4.1)

For a flag $F^\bullet \in \tilde{L}_{\text{pol}}(R)$, we will also be interested in the same condition on the conjugate filtration $F^*_c$, i.e., we will be interested in the situation where additionally $F^*_c \in \tilde{L}_{\text{pol}}(R)$. In situation (1) described above this is typically automatic because the polarization $Q$ is defined over $\mathbb{R}$ and $F^*_c = \overline{F}^\bullet$. In situation (2) however this must be explicitly checked, and is done so in our situation of interest in Proposition 6.4.1 below. We note that these “polarization conditions” can in fact be subsumed by the discussion of elements lying inside $F^\text{mid} \cap F^*_c^\text{mid}$, as the following lemma shows:

**Lemma 4.1.1.** Regard $Q$ as an element of $(R^m)^{0,2}$. For a flag $F^\bullet \in \tilde{L}(R)$, the condition that $F^\bullet \in \tilde{L}_{\text{pol}}(R)$ is equivalent to the condition that $Q \in F^\text{mid}$. Consequently, for a flag $F^\bullet \in \tilde{L}(R)$ with conjugate filtration $F^*_c$, condition that both $F^\bullet$ and $F^*_c$ lie in $\tilde{L}_{\text{pol}}(R)$ is the same as saying $Q \in F^\text{mid} \cap F^*_c^\text{mid}$.

**Proof.** It suffices to check the first statement. The filtration on $(R^m)^\ast$ has weight $-w$ and is defined via

$$F^i(R^m)^\ast = \{ \varphi \in (R^m)^\ast : \varphi(F^{-i+1}) = 0 \}.$$

Taking the self tensor-product, we find that

$$F^\text{mid}(R^m)^{0,2} = \sum_i(F^i(R^m)^\ast) \otimes (F^{-w-i}(R^m)^\ast),$$

hence if $Q \in F^\text{mid}(R^m)^{0,2}$ we must have that $Q(F^p,F^{w-p+1}) = 0$ for $0 \leq p \leq w + 1$. \hfill $\square$

With Lemma 4.1.1 in mind, we may now view the condition that our flag $F^\bullet$ with its conjugate flag be polarized as a special case of the condition (M) by requiring that $Q$ be an element of $U$.

Suppose now that $R = K$ is a field. In the context of a fixed polarization $Q$, we will also often denote by $Q$ the induced bilinear form on the spaces $(K^m)^{a,b}$ for all $a,b \geq 0$, with the intended
meaning inferred from context. We will denote by \((-)^\dagger\) the adjunction with respect to \(Q\); i.e., for \(\xi \in \text{End}(K^m)\) we define \(\xi^\dagger\) via

\[
Q(\xi v, w) = Q(v, \xi^\dagger w), \quad \text{for all } v, w \in K^m,
\]

and with the analogous definition for the operator \((-)^\dagger\) on the higher tensor spaces \((K^m)^{a,b}\). We may also extend \((-)^\dagger\) to a map \((K^m)^{a,b} \to (K^m)^{b,a}\) for each \(a, b\), with \(w^\dagger = Q(-, w)\).

### 4.2 Associated Orbits

Fix a pair \((F^*, U)\) as before, and let \(G \subset \text{GL}_{m,R}\) be the algebraic subscheme stabilizing the elements of \(U\). For the remainder of this section we will be interested in comparing two different subschemes of \(\tilde{L}\), which we denote by \(O(F^*, U)\) and \(O(F^*, G)\), induced by the pair \((F^*, U)\). They are defined as follows:

**Definition 4.2.1.** We denote by \(O(F^*, U) \subset \tilde{L}_R\) the irreducible component containing \(F^*\) of the \(R\)-algebraic subscheme whose points \(F^*\) satisfy \(U \subset \text{F}^\text{mid}\), functorially in \(R\).

**Definition 4.2.2.** We define \(O(F^*, G)\) to be the orbit \(G \circ F^* \subset \tilde{L}_R\), where \(G^\circ \subset G\) is the identity component.

**Proposition 4.2.3.** Suppose that \(R = K\) is an algebraically closed field of characteristic not equal to 2, and fix a polarization \(Q : K^m \otimes K^m \to K\). Suppose that the pair \((F^*, U)\) satisfies property \(M\) above, that \(U\) contains \(Q\), and write \(H^{p,q} = F^p \cap F^q\). Denote by \(\beta : G_{m,K} \to \text{GL}_{m,K}\) the cocharacter defined by the property:

- if the weight \(w\) is odd, then \(\beta\) acts as \(z^p\) on \(H^{p,w-p}\); and
- if the weight \(w\) is even, then \(\beta\) acts as \(z^{p-w/2}\) on \(H^{p,w-p}\).

Then we have

(i) \(O(F^*, U) = O(F^*, G)^\text{Zar}\); 

(ii) the weight space decomposition of the adjoint cocharacter \(\text{Ad} \beta\) is given by

\[
\text{End}(K^m)^i = \sum_{p} \text{Hom}(H^{p,w-p}, H^{p-i,w-p+i}); \quad (4.2)
\]

(iii) the character \(\beta\) factors through \(G\), and therefore induces a direct sum decomposition \(\mathfrak{g} = \bigoplus \mathfrak{g}^i\) compatibly with \((4.2)\); and

(iv) the natural map \(\bigoplus_{i > 0} \mathfrak{g}^i \to T_{F^*}O(F^*, U)\) is an isomorphism.

**Proof.** We begin by noting that the statement holds in the special case where \(U = \text{span}\{Q\}\). Because all symmetric (resp. alternating) bilinear forms over the algebraically closed field \(K\) of characteristic not equal to 2 are equivalent, we can reduce to the case where either \(K = \mathbb{Q}\) or \(K = \mathbb{F}_p\) with \(p > 2\). The second case we can lift to characteristic zero, reducing to the first case, which is standard; see for instance [Sch73, §3]. In what follows we denote by \(\mathfrak{a} = \bigoplus a^i\) the Lie algebra decomposition associated to the Lie algebra \(\mathfrak{a}\) of \(\text{Aut}(K^m, Q)\).
Proceeding now to the general case, observe first that \(O(F^*, G) \subset O(F^*, U)\). As \(O(F^*, G)\) is an orbit of a connected algebraic group it is smooth and locally closed. Moreover, \(O(F^*, U)\) is (assumed to be) irreducible. For the first claim (i) it therefore suffices to show that the inclusion \(T_{F^*}O(F^*, G) \subset T_{F^*}O(F^*, U)\) of tangent spaces is an isomorphism.

We recall that the tangent space at \(W \subset K^m\) to the Grassmannian \(\text{Gr}_\ell(K^m)\) of all \(\ell\)-dimensional subspaces of \(K^m\), with \(\ell = \text{dim } W\), is naturally identified with \(\text{Hom}(W, K^m/W)\), where the natural surjection \(\text{End}(K^m) \to \text{Hom}(W, K^m/W)\) is the derivative at \((\text{id}, W)\) of the natural orbit map \(\text{GL}_{m,K} \times \text{Gr}_\ell(K^m) \to \text{Gr}_\ell(K^m)\). Embedding \(\tilde{L}_K\) in the natural way into a product of Grassmannians, we may identify \(T_{F^*}\tilde{L}_K\) with the image of \(\text{End}(K^m)\) inside \(\bigoplus_p \text{Hom}(F^p, K^m/F^p)\). The subspace \(T_{F^*}O(F^*, U)\) is identified with the image inside \(\bigoplus_p \text{Hom}(F^p, K^m/F^p)\) of those elements \(\xi \in \text{End}(K^m)\) which additionally satisfy \(v \in \xi(F_{\text{mid}})\) for every \(v \in U\), and because \(O(F^*, U) \subset O(F^*, \text{span}(Q))\) it suffices to consider just those \(\xi \in \mathfrak{a}\). For such \(\xi\), one sees using adjunction that this condition is equivalent to the condition that \(\xi(v) \in F_{\text{mid}}\).

We now give an interpretation of \(T_{F^*}O(F^*, G)\). By differentiating the natural orbit map \(G \times O(F^*, G) \to O(F^*, G)\) at \((\text{id}) \times \{F^*\}\) we obtain a natural surjection \(\mathfrak{g} \to T_{F^*}O(F^*, G)\) from the Lie algebra \(\mathfrak{g}\) of \(G\), which is compatible with the map \(\text{End}(K^m) \to \bigoplus_p \text{Hom}(F^p, K^m/F^p)\) and the inclusions
\[
T_{F^*}O(F^*, G) \to T_{F^*}O(F^*, U) \to \bigoplus_p \text{Hom}(F^p, K^m/F^p).
\]

We observe that for \(i \leq 0\) the map \(\text{End}(K^m) \to \bigoplus_p \text{Hom}(F^p, K^m/F^p)\) sends \(\text{End}(K^m)^i\) to zero, from which it follows that we may identify \(T_{F^*}\tilde{L}_K\) with the image of \(\bigoplus_{i>0} \text{End}(K^m)^i\) in \(\bigoplus_p \text{Hom}(F^p, K^m/F^p)\). Note that if we have \(v \in (F_{\text{mid}}(K^m)^{a,b}) \cap (F_{\text{mid}}(K^m)^{a,b})\) and \(\xi \in \bigoplus_{i>0} \text{End}(K^m)^i\) such that \(\xi(v) \in F_{\text{mid}}\), then because \(\xi(v)\) lies inside \(F_{\text{mid}} \cap \xi(F_{\text{mid}}^c) = 0\) one in fact has that \(\xi(v) = 0\). We thus obtain that
\[
T_{F^*}O(F^*, U) = \text{im} \left( \left( \bigoplus_i \mathfrak{a}^i \right) \cap \{ \xi : \xi(v) \in F_{\text{mid}} \text{ for all } v \in U \} \right)
\]
\[
= \text{im} \left( \left( \bigoplus_{i>0} \mathfrak{a}^i \right) \cap \{ \xi : \xi(v) = 0 \text{ for all } v \in U \} \right)
\]
\[
\subset \text{im}(\mathfrak{g})
\]
\[
= T_{F^*}O(F^*, G),
\]
which proves the first claim.

The second claim (ii) is immediate from the definition. To show (iii), begin by noting that the polarization \(Q\) induces a \(G\)-equivariant isomorphism \(K^m \xrightarrow{\sim} (K^m)^*\), and so it follows that \(G\) can be defined entirely by invariants inside
\[
- \bigoplus_{j \geq 1} (K^m)^{j,j}, \text{ if } w \text{ is odd; or}
\]
\[
- \bigoplus_{j \geq 1} (K^m)^{\otimes j}, \text{ if } w \text{ is even}.
\]

But \(\beta\) fixes elements in these spaces which additionally lie in \(F_{\text{mid}} \cap F_{\text{mid}}^c\), meaning that \(\beta\) factors through \(G\). Finally, (iv) was shown in the course of the proof above since \(T_{F^*}O(F^*, G) = \text{im}(\bigoplus_{i>0} \mathfrak{g}^i)\). \(\square\)
Definition 4.2.4. Given a triple \((F^*, F^*_s, U)\) as in Proposition 4.2.3, we call the integers \(h^i = \dim(\mathfrak{g} \cap \text{End}(K^m)^i)\) the adjoint Hodge numbers.

In the setting of Proposition 4.2.3, we also have the following two additional facts concerning the symmetry of the adjoint Hodge numbers:

Lemma 4.2.5. Suppose that the Killing form \(B\) on \(\mathfrak{g} = \bigoplus_i \mathfrak{g}^i\) is non-degenerate. Then the adjoint Hodge numbers are symmetric.

Proof. Consider a non-zero element \(x \in \mathfrak{g}^i\). Because \(B\) is non-degenerate, there is some \(x' \in \mathfrak{g}\) such that \(\text{tr}(\text{ad} x' \circ \text{ad} x) \neq 0\). Write \(x' = \sum_j x'_j\) compatibly with the grading. Then unless \(j = -i\), the map \(\text{ad} x'_j \circ \text{ad} x\) is nilpotent, hence has zero trace. It follows that \(B(x'_{-i}, x) \neq 0\). This implies that the map \(\mathfrak{g}^i \rightarrow (\mathfrak{g}^{-i})^*\) induced by \(B\) is injective, hence \(\dim \mathfrak{g}^i \leq \dim \mathfrak{g}^{-i}\). By a symmetric argument one obtains \(\dim \mathfrak{g}^{-i} \leq \dim \mathfrak{g}^i\), hence the desired equality.

Corollary 4.2.6. Suppose that \(\mathfrak{g}\) is semisimple, and that the field \(K\) over which \(\mathfrak{g}\) is defined is either of characteristic zero or of positive characteristic \(p \geq m + 2\). Then the adjoint Hodge numbers of \(\mathfrak{g}\) are symmetric.

Proof. In characteristic zero, it is well-known that the semisimplicity condition is equivalent to the non-degeneracy of the Killing form. In positive characteristic, this is shown in [hp] for Lie subalgebras \(\mathfrak{g} \subset \mathfrak{gl}_m\) provided that \(p \geq m + 2\). In both cases we thus reduce to Lemma 4.2.5 above.

4.3 Orbits from Global Sections

Consider a triple \((\mathcal{H}, F^*, \nabla)\) as in the statement of Theorem 1.2.7. We now associate to each point \(s \in S(R)\) a pair \((F^*_s, \mathcal{U}_s)\), and relate the \(O(F^*_s, \mathcal{U}_s)\) to the images of \(r\)-limps. We define \(\mathcal{H}^{a,b} = \mathcal{H}^{\leq a} \otimes (\mathcal{H}^*)^{\leq b}\) for each pair \((a, b)\) of non-negative integers. The filtration and connection on \(\mathcal{H}\) naturally induces the same data on \(\mathcal{H}^{a,b}\). We denote by \(\mathcal{F}^{a,b} \subset \mathcal{H}^{a,b}\) the subbundle of \(\nabla^{a,b}\)-flat sections, where \(\nabla^{a,b}\) is the natural connection on \(\mathcal{H}^{a,b}\) induced by \(\nabla\).

Definition 4.3.1. Denote by \(\mathcal{U}\) the submodule of \(\bigoplus_{a,b \geq 0} \mathcal{H}^{a,b}\) whose \((a, b)\) component is given by \(\mathcal{F}^{a,b} \cap F^{\text{mid}}\). Note that \(\mathcal{U} \cap \mathcal{H}^{a,b}\) is a coherent sheaf for all \(a, b \geq 0\).

Lemma 4.3.2. If \(s \in S(K)\) is a point with \(K\) a field of characteristic not dividing \(r\), and \(\iota: \mathcal{H}_s \tilde{\rightarrow} K^m\) is any isomorphism, then \(\eta^d_s\) induces a natural inclusion

\[
\eta^d_s((J^d_s S)_s(K)) \subset GL_m(K)\langle (J^d_s O(\iota(F^*), \iota(\mathcal{U}_s)))(K)\rangle.
\]

Proof. Applying Lemma 2.2.4, we may find an \(r\)-limp \(\psi = q \circ M\) which is defined at \(s\) and which is framed with respect to \(\iota\): we recall that this means \(M\) is a change-of-basis matrix between a filtration-compatible frame \(v^1, \ldots, v^m\) and a flat frame \(b^1, \ldots, b^m\) for the module \(\mathcal{M}\) of formal order-\(r\) sections of \(\mathcal{H}\) over the ring \(\mathcal{O}_{S, s}\) of order-\(r\) germs of functions at \(s\), and that moreover, the map \(\iota\) is given by the basis \(b^1, \ldots, b^m\).

We observe that \(q \circ M\) factors through \(O(\iota(F^*), \iota(\mathcal{U}_s)) \subset \tilde{L}\): when the definitions are unravelled, this is simply the statement that when restricted to \(\mathcal{M}\), the flag \(F^{\text{mid}}\) contains \(\mathcal{U}\). Thus \((q \circ M) \circ j\) lies inside \((J^d_s O(\iota(F^*), \iota(\mathcal{U}_s)))(K)\). Passing to GL\(_m(K)\)-quotients and using Theorem 1.2.7(iv) we obtain the result.
Definition 4.3.3. Given a variation of Hodge structure \( \mathcal{V} \) on a complex algebraic variety \( Z \), we denote by \( H_Z \) the algebraic monodromy group, which is the identity component of the Zariski closure of the monodromy representation associated to \( \mathcal{V}\big|_{Z_{\text{nor}}} \), where \( Z_{\text{nor}} \to Z \) is the normalization.

Lemma 4.3.4. Suppose that \( R = \mathbb{C} \), and the triple \((\mathcal{H}, F^\bullet, \mathcal{V})\) underlies an integral variation of Hodge structure \( \mathcal{V} \) with polarization \( \mathcal{Q} : \mathcal{V} \otimes \mathcal{V} \to \mathbb{Z} \). Fix a point \( s \in S(\mathbb{C}) \) and an isomorphism \( \iota : \mathcal{H}_s \xrightarrow{\sim} \mathbb{C}^m \). Then we have

\[
O(\iota(F_s^\bullet), \iota(\mathcal{U}_s)) = \iota(H_S(\mathbb{C}) \cdot F_s^\bullet),
\]

where we regard \( H_S \) as a subgroup of \( \text{Aut}(\mathcal{V}_s) \). Moreover if we let \( F_c^\bullet \) denote the complex conjugate flag to \( F_s^\bullet \), with complex conjugation with respect to \( \mathcal{V}_{R,s} \subset \mathcal{H}_s \), then there exists an integer \( N \) depending only on \( m \) and a subspace

\[
\mathcal{U}_s^{\text{mid}} = \mathcal{U}_s \cap F_s^{\text{mid}} \cap F_c^{\text{mid}} \cap \bigoplus_{a,b \leq N} (\mathcal{V}_{R,s})^{a,b}
\]

which satisfies the following properties

(a) there exists an element \( g \in \text{GL}(\mathcal{V}_s, \mathcal{Q}_s)(\mathbb{R}) \) which normalizes \( H_S \) such that \( g\mathcal{U}_s^{\text{mid}} \) is defined over \( \mathbb{Q} \);

(b) the group \( M \) which stabilizes \( g\mathcal{U}_s^{\text{mid}} \) is a Mumford-Tate group for a Hodge structure on \( \mathcal{V}_s \) polarized by \( \mathcal{Q}_s \), and \( H_S \) is its derived subgroup;

(c) we have an equality of orbits

\[
O(\iota(F_s^\bullet), \iota(\mathcal{U}_s)) = O(\iota(F_s^\bullet), \iota(\mathcal{U}_s^{\text{mid}})),
\]

(d) we have \( \mathcal{Q}_s \in \mathcal{U}_s^{\text{mid}} \) and the adjoint Hodge numbers for the triple \((\iota(F_s^\bullet), \iota(F_c^\bullet), \iota(\mathcal{U}_s^{\text{mid}}))\) are symmetric.

Proof. We begin by noting that the choice of isomorphism \( \iota \) plays no role in the statement, but is instead only present because our notation \( O(-,-) \) refers specifically to subvarieties of the variety of Hodge flags on \( \mathbb{C}^m \). Thus it suffices to show the statement for one choice of \( \iota \), and in particular we may make the identification \( \mathcal{V}_s = \mathbb{Z}^m \). From \( \mathcal{Q}_s \) we thus obtain a bilinear form \( Q : \mathbb{Z}^m \otimes \mathbb{Z}^m \to \mathbb{Z} \).

Let \( D \) be the space of all Hodge structures on \( \mathbb{Z}^m \) polarized by \( Q \); this is naturally a homogenous space under \( G(\mathbb{R}) \), where \( G = \text{Aut}(\mathbb{Z}^m, Q) \). The space \( D \) sits as an open submanifold in a flag variety \( \tilde{D} \subset \tilde{L} \) on which \( G(\mathbb{C}) \) acts transitively. Denote by \( G_S \) the generic Mumford-Tate group of \( S \), i.e., the group stabilizing those rational tensors inside \( F^{\text{mid}} \cap \bigoplus_{a,b \geq 0} \mathbb{V}_Q^{a,b}(S) \). By a result of André-Deligne, the group \( H_S \) is a semisimple normal subgroup of the reductive group \( G_S \). Let \( h_s \in D \) be the Hodge structure induced by \( F_s^\bullet \). As in [GGK12, III.A], the Mumford-Tate group \( G_S \) splits as an almost direct product \( G_S = H_S \cdot H_2 \cdot T \), where \( H_2 \) is semisimple and \( T \) is a toral factor. The orbit \( D_S = G_S(\mathbb{R}) \cdot h_s \) splits in a corresponding fashion as a product \( D_1 \times D_2 \), and the Mumford-Tate group \( M \) of a generic Hodge structure \( h \) lying inside an orbit \( H_S(\mathbb{R}) \cdot h_{CM} \), where \( h_{CM} \in D_S \) is a CM point, has \( H_S \) as its derived subgroup. From the fact that \( H_S \) is the derived subgroup of \( M \), one has from [GGK12, III.A.1] that the real orbits \( H_S(\mathbb{R}) \cdot h \) and \( M(\mathbb{R}) \cdot h \) agree.
As $M(\mathbb{R}) \cdot h$ is open inside $M(\mathbb{C}) \cdot h$ by [GGK12, II pg.56], this implies that the complex orbits $H_S(\mathbb{C}) \cdot h$ and $M(\mathbb{C}) \cdot h$ also agree.

The first claim is now demonstrated as follows. Let $Hg(M)$ denote the subspace of $\bigoplus_{a,b \geq 0} (\mathbb{C}^m)^{a,b}$ which consists of Hodge tensors for $h$. Choose $g \in G_S(\mathbb{R})$ such that $gh_s = h$. Note that the Theorem of the Fixed Part [SZ85] implies that $U_s$ is exactly the subset of $\bigoplus_{a,b \geq 0} (\mathbb{C}^m)^{a,b}$ which is both stabilized by $H_S$ and lies inside $F^\text{mid}_s$. From the fact that $H_S$ is normal in $G_S$ it then follows that $Hg(M) \subset gU_s$, and hence

$$H_S(\mathbb{C}) \cdot h_s \subset O(F^\bullet_s, U_s)$$
$$= g^{-1}O(gF^\bullet_s, gU_s)$$
$$\subset g^{-1}O(gF^\bullet_s, Hg(M) \subset C)$$
$$= g^{-1}M(\mathbb{C}) \cdot h$$
$$= g^{-1}H_S(\mathbb{C}) \cdot h$$
$$= g^{-1}H_S(\mathbb{C})g \cdot h_s$$
$$= H_S(\mathbb{C}) \cdot h_s.$$

where on the line labelled (*) we have applied [GGK12, II.C.1]. Note that it need not be true that $M$ is normal in $G_S$; we only use that $H_S$ is.

For the second claim, we define $U^\text{mid}_s = g^{-1}Hg(M) \subset \bigoplus_{a,b \leq N} (\mathbb{R}^m)^{a,b}$, with $N$ chosen large enough so that $g^{-1}Mg$ is the stabilizer of $g^{-1}Hg(M) \subset \bigoplus_{a,b \leq N} (\mathbb{R}^m)^{a,b}$, and observe that $g^{-1}Hg(M)$ is a subset of $U_s$ that lies inside $F^\text{mid} \cap F^\text{mid}_c$ (this uses that $g$ is a real point!). Parts (a) and (b) are immediate. For part (c) use the above calculation with Proposition 4.2.3 to get

$$O(F^\bullet_s, U_s) = H_S(\mathbb{C}) \cdot h_s = (g^{-1}M(\mathbb{C})g) \cdot h_s = O(F^\bullet_s, g^{-1}Hg(M) \subset C).$$

For (d) one uses the fact that the adjoint Hodge numbers of a Mumford-Tate Lie algebra are symmetric, as one obtains by complex conjugating. Finally, to see that $N$ can be taken to only depend on $m$ one then uses the fact that $M$ is a Mumford-Tate group, that $M_C$ stabilizes exactly the subspace $Hg(M) \subset \bigoplus_{a,b \geq 0} (\mathbb{C}^m)^{a,b}$, and that Mumford-Tate groups corresponding to points in $D$ lie in only finitely many $GL_m(\mathbb{C})$ conjugacy classes by [Voi10, Theorem 4.14].  

\[ \square \]
Chapter 5

Jets and Exceptional Intersections

5.1 Properness of Exceptional Loci

In this section we consider triples \((\mathcal{H}, F^\bullet, \nabla)\) as in the statement of Theorem 1.2.7. We make the additional assumption that \(R\) is a subring of \(\mathbb{C}\), and that the data \((\mathcal{H}_C, F^\bullet, \nabla_C)\) obtained by base-change underlies a polarizable integral variation of Hodge structure \(\mathcal{V}\).

**Notation.** Given a ring \(R\) and an integer \(\ell\), we will write \(R_{\ell} = \begin{pmatrix} \ell! \\ s \end{pmatrix}\).

**Definition 5.1.1.** An analytic map \(\psi : B \to \mathbb{C}^m\) is called a local period map if it is of the form \(\psi = q^m_{\ell} \circ M\), where \(M : B \to GL_{\mathbb{C}}^m\) is an analytic function giving the change-of-basis matrix between an analytic filtration-compatible frame on \(B\) and a flat frame on \(B\). Given a point \(s \in B\), we define a frame \(\iota : V_{C,s} \to \mathbb{C}^m\) analogously to Definition 2.2.8.

**Definition 5.1.2.** Given a point \(s \in S(T)\) and map \(\iota : V_{C,s} \to \mathbb{C}^m\), we will denote by \(D_\iota\) the flag subvariety on \(\mathbb{L}_C\) obtained by transferring the orbit \(H_{S,s}^T\) of \(\mathcal{F}_s^\bullet\) along \(\iota\).

**Lemma 5.1.3.** The dimension of \(D_\iota\) is independent of the point \(s\) and the choice of isomorphism \(\iota\).

**Proof.** The independence of \(\iota\) is obvious. To show that the dimension of \(H_{S,s}(C) \cdot F_s^\bullet\) is independent of \(S\) it suffices to produce, for each \(s, s' \in S(T)\), an isomorphism \(i : \mathbb{V}_{C,s} \to \mathbb{V}_{C,s'}\) taking \(H_{S,s}(C)\) to \(H_{S,s'}(C)\) and \(F_s^\bullet\) to \(F_s^\bullet\). By parallel translation from \(s\) to \(s'\) we obtain \(i : \mathbb{V}_s \to \mathbb{V}_{s'}\) which conjugates \(H_{S,s}\) and \(H_{S,s'}\). It then suffices to show that \(i(F_s^\bullet)\) and \(F_{s'}^\bullet\) both lie in the same \(H_{S,s'}(C)\)-orbit. This follows from [GGK12, III.A], where a global period map is constructed on the universal cover \(\tilde{S} \to S\) and it is argued that the resulting Hodge flags map to a single algebraic monodromy orbit in the period domain.

**Definition 5.1.4.** We will denote the quantity \(\text{dim } D_\iota\) of Lemma 5.1.3 by \(P\).

We also write \(\Phi^d_r\) for the torsor constructed in §2.2.3 which, together with the maps \((\gamma, \alpha)\) constructed in §2.2, defines the map \(\eta^d_r\) of Theorem 1.2.7. Although the pair \((\gamma, \alpha)\) also depends on both \(d\) and \(r\), in light of the compatibility Theorem 1.2.7(iii) described in §2.2.4 we will omit this reference as it will cause no ambiguity. We write \(\Phi^d_r \subset \mathcal{P} \times J^d_r\) for the graph of \(\alpha\).

**Definition 5.1.5.** We say an irreducible complex subvariety \(Z \subset S_C\) is weakly special if it is maximal for its algebraic monodromy group. More precisely, given any irreducible complex subvariety \(Y \subset S_C\) which contains \(Z\) the natural inclusion \(H_Z \subset H_Y\) is an equality only if \(Y = Z\).
**Definition 5.1.6.** We say a weakly special subvariety $Z \subset S_C$ is *rigid* if there does not exist a weakly special subvariety $Y \subset S_C$ properly containing $Z$ such that $H_Y$ is normal in $H_Z$.

In the proposition that follows, we will require the Ax-Schanuel Theorem for variations of Hodge structures due to Bakker-Tsimerman. To state the result, suppose that $\psi : B \to \bar{L}_C$ is a local period map with frame $\gamma$, and whose image is contained in $\bar{D}_i \subset \bar{L}_C$. Let $T \subset S_C \times \bar{D}_i$ be a closed algebraic subvariety, and let $\Gamma_\psi \subset B \times \bar{L}_C$ be the graph of $\psi$. Then we have

**Theorem 5.1.7 ([BT17]).** Suppose that $U \subset \Gamma_\psi \cap T$ is an analytic component such that

$$\text{codim}_{S_C \times \bar{D}_i} U < \text{codim}_{S_C \times \bar{D}_i} T + \text{codim}_{S_C \times \bar{D}_i} \Gamma_\psi. \quad (5.1)$$

Then the projection of $U$ to $B$ lies in a weakly special subvariety properly contained in $S_C$.

**Proposition 5.1.8.** Suppose that the algebraic monodromy group $H_S$ associated to the variation $V$ underlying $(\mathcal{H}_C, F^*_C, \nabla_C)$ is $\mathbb{Q}$-simple. Suppose that $g : \mathcal{Y} \to \mathcal{M}$ is an $R$-algebraic family of subschemes of $\bar{L}_R$ over the Noetherian base $\mathcal{M}$, with projection $\pi : \mathcal{Y} \to \bar{L}_R$ restricting to an embedding on fibres, and with constant fibre dimension $e$. Suppose that for some integer $d$ we have

$$\mathcal{P} - e > \text{dim}_R S - d,$$

where $\text{dim}_R$ denotes the relative dimension over $R$. Let $\mathcal{E}_r \subset \Phi^d_r \cap (\gamma^{-1}(J^d_{r,\text{nd}}S) \times J^d_{r,\text{nc}}\bar{L}_R)$ be the constructible locus of points whose image inside $J^d_{r,\text{nc}}\bar{L}_R$ lie inside $J^d_{r,\text{nc}}\mathcal{Y}_m$ for some $m$, where the map $m : \kappa(q) \to \mathcal{M}$ is induced by a scheme-theoretic point $q \in \mathcal{M}$. Then there exists $r$ such that, after replacing $R$ with $R_r$ and applying base-change, the image in $S$ of $\mathcal{E}_r$ lies in a proper closed subscheme $E \subset S$.

**Proof.** Let us denote by $E_r$ the image of $\mathcal{E}_r$ in $S$, which we obtain after base-changing to $R_r$ if necessary. The set $E_r$ is a constructible subset of $S$: it is the image in $S$ of the intersection

$$\mathcal{E}_r := \Phi^d_r \cap (\gamma^{-1}(J^d_{r,\text{nd}}S) \times J^d_{r,\text{nc}}\bar{L}_R) \cap \text{im}[\mathcal{P}_r \times \mathcal{Y}_r \xrightarrow{\text{id} \times (J^d_{r,\text{nc}}\pi)} \mathcal{Y}_r \times J^d_{r,\text{nc}}\bar{L}_R],$$

where the subscheme $\mathcal{Y}_r \subset J^d_{r,\text{nc}}\mathcal{Y}$ is as in Lemma 3.0.3. From the construction one has $E_{r+1} \subset E_r$ for all $r$, where the inclusion takes place inside $S_{R_{r+1}}$. We note that the formation of $\mathcal{E}_r$ is compatible with base-change along maps $R \to R'$, which follows from the compatibility of the maps of Theorem 1.2.7 with base-change.

We first show that such an $r$ exists in the case where $R = \mathbb{C}$. We assume for the purpose of contradiction that each $E_r$ does not lie in a proper closed subvariety of $S$, hence that $E_{\infty} := \bigcap_r E_r$ contains the complement of a countable union $\bigcup_r D_r$ of proper closed complex subvarieties $D_r \subset S$. We will obtain the desired contradiction by showing that $E_{\infty}$ lies in a countable union $\bigcup_i Z_i$ of proper closed subvarieties of $S$, proving that the set $S(\mathbb{C})$ with its analytic topology is a union of countably many meagre subsets — an absurdity.

The countable collection $\{Z_i\}_{i \in I}$ of proper closed subvarieties of $S$ we refer to here will be the collection of *rigid weakly special* subvarieties for the variation $V$ which are not equal to $S$. The set of rigid weakly special subvarieties is a countable set (see for instance [KOU20, §2], where these subvarieties are called “weakly non-factor”). The hypothesis that $H_S$ be $\mathbb{Q}$-simple in fact implies
that any weakly special $Z$ for which $H_Z$ is neither $H_S$ nor the trivial group lies in a rigid weakly special; see the proof of [KOU20, Cor. 1.13].

Let $s \in E_{\infty}$ be a point. To apply the Ax-Schanuel theorem to show that $s$ lies in one of the $Z_i$, we proceed as follows. First, let us denote by $\mathcal{E}_{r,s}$ the fibre of $\mathcal{E}_r$ above $s$. The sets $\mathcal{E}_{r,s}$ form a family compatible with projection as in Lemma 3.0.6, so we obtain a compatible sequence $\{(t_r, \sigma_r)\}_{r \geq 0}$ where $(t_r, \sigma_r) \in \mathcal{E}_{r,s}$ for all $r$. Using the interpretation of $\mathcal{F}_r^d$ in Lemma 2.2.7 and the natural identification $\mathcal{H}_r \simeq \mathbb{V}_{C,r}$ the point $t_0$ defines a frame $\iota : \mathbb{V}_{C,r} \rightarrow \mathbb{C}^m$, and if $\psi$ is a local period map for which $\iota$ is a frame then applying Lemma 2.2.7 we have that $\sigma_r = \alpha(t_r) = \psi \circ (\gamma(t_r))$ for all $r$. Moreover, we have by construction that $j_r = \gamma(t_r)$ is a compatible sequence of $d$-dimensional non-degenerate jets, and we denote by $B_d \subset B$ the irreducible $d$-dimensional closed analytic locus through which all the $j_r$ factor.

Now consider the compatible sequence $\{\sigma_r\}_{r \geq 0}$, and denote by $\mathcal{M}_r \subset \mathcal{M}$ the constructible locus of points $m$ such that $\sigma_r \in (\mathcal{J}_r^d(\pi)(\mathcal{Y}_r^d))$. Then by construction one has that $\mathcal{M}_{r+1} \subset \mathcal{M}_r$ for all $r$ and each $\mathcal{M}_r$ is non-empty; from constructibility and Noetherianity of $\mathcal{M}$ there exists a point $m \in \bigcap_{r \geq 0} \mathcal{M}_r$, and we have $\sigma_r \in \mathcal{J}_r^d(\pi(\mathcal{Y}_m))$ for all $r$. Applying Lemma 3.0.7 to $(j_r, \psi|_{B_d})$ we note that $\psi(B_d) \subset \pi(\mathcal{Y}_m)$.

Let $\Gamma_\psi \subset B \times \tilde{D}_s$ be the graph of $\psi$. Setting $T = S \times \pi(\mathcal{Y}_m)$ and letting $U \subset \Gamma_\psi \cap T$ the component containing the graph of $\psi|_{B_d}$ we have that

$$\text{codim}_{S \times \tilde{D}_s} U \leq (\dim S - d) + \dim \tilde{D}_s < (\dim \tilde{D}_s - \pi(\mathcal{Y}_m)) + \dim \tilde{D}_s = \text{codim}_{S \times \tilde{D}_{d,s}} T + \text{codim}_{S \times \tilde{D}_{d,s}} \Gamma_\psi,$$

where we have used the hypothesis of the proposition to obtain the inequality. It then follows from the Ax-Schanuel Theorem that $B_d$ lies inside a weakly special subvariety $Z$ which is properly contained in $S$. From Lemma 5.1.9 below it follows that $H_Z$ is not the trivial group, hence by our setup $Z$ lies in one of the $Z_i$. Thus $s$, which lies in $Z$, also lies in one of the $Z_i$.

Having shown the statement in the case $R = \mathbb{C}$, we return now the case of a general $R$. The above argument has shown that for large enough $r$, the projection of $\mathcal{E}_{r,C}$ to $S_C$ lies in a proper closed subscheme. Now replace $R$ with $R_r$, and $S$ with its base-change to $R_r$. Denoting by $E_r$ the projection of $\mathcal{E}_r$ to $S$, we can write $E_r$ as a union $\bigcup_{i=1}^n U_i \cap V_i$ with $\{U_i\}_{i=1}^n$ (resp. $\{V_i\}_{i=1}^n$) a sequence of open (resp. closed) subschemes of $S$. It suffices to show that none of the $V_i$ is equal to $S$. Such a $V_i$ must lie over the generic fibre of Spec $R$, hence $V_i \subset S_C$. But then $U_i \cap V_i \subset S_C$, which we showed was not Zariski dense in $S_C$.

**Lemma 5.1.9.** Suppose that $Z$ is a variety with a variation of Hodge structure $\mathcal{V}$, that $\psi : B \rightarrow \mathcal{L}$ is a local period map with $B$ lying in the smooth locus of $Z$, and that for some $d, r$ there exists $j \in J_r^d B$ such that $\psi \circ j$ is not constant. Then $H_Z$ is not the trivial group.

**Proof.** We suppose that $H_Z$ is trivial. We will show that at each point $s$ in the smooth locus of $Z$ there exists a local period map $\psi : B \rightarrow \mathcal{L}$ with $s \in B$ such that $\psi$ is constant. This will show the result, since for each $s \in S(\mathbb{C})$ the germs of local period maps $\psi$ defined at $s$ lie in a single $\text{GL}_m(\mathbb{C})$ orbit, i.e., if $\psi = q \circ M$ is a local period map, then so is $q \circ (C \circ M)$ for $C \in \text{GL}_m(\mathbb{C})$, and all local period maps defined at $s$ are obtained this way.

The statement in question is unchanged after replacing $Z$ with its smooth locus and passing to
a finite étale covering of $Z' \to Z$. Since $H_Z$ is the identity component of the Zariski closure of the monodromy representation $\pi_1(Z, s) \to \text{Aut}(V_s)$, we may therefore assume after passing to such a covering that $V$ is constant. The Theorem of the Fixed Part [SZ85] then tells us that the space of global sections $V(Z)$ admits a Hodge structure inducing the Hodge structure on each fibre of $V$. As a consequence, we can choose at any point $s \in S(\mathbb{C})$ a flat frame which is also a filtration-compatible frame. Constructing the local period map $\psi = q \circ M$ with respect to this frame the matrix $M$ is the identity, hence $\psi$ is constant.

\section{A Criterion for Exceptionality}

In this section we assume that $S$ is a smooth complex algebraic variety with a polarized variation of Hodge structure $V$.

**Notation.** If $\mathbb{V}_{C,s} \xrightarrow{\sim} \mathbb{C}^m$ is a frame and $W$ is a subspace of $\mathbb{V}_{C,s}^{a,b}$ for some $a, b \geq 0$, we write $\mathbb{V}(W)$ for the subspace of $(\mathbb{C}^m)^{a,b}$ induced by $\iota$.

**Definition 5.2.1.** For $k \geq 0$ an integer, we say that the variation of Hodge structure $V$ on $S$ has level at least $k$ if there exists a point $s \in S(\mathbb{C})$ such that the adjoint Hodge structure on the Lie algebra of the algebraic monodromy group $H_{S,s}$ at $s$ has level at least $k$.

The remainder of the section is devoted to the proof of Proposition 5.2.2, which gives a criterion for the inverse image of an algebraic group orbit under a period map to have "exceptional" dimension. The arguments we use roughly resemble those of [BKU21, §6], but have been modified in some respects to take into account the fact that our conjugate filtrations need not come from "complex conjugation" with respect to an underlying real structure.

**Proposition 5.2.2.** Suppose that $V$ has level at least three, and that $H_S$ is absolutely simple (i.e., $H_{S,C}$ is simple). Suppose that $\psi : B \to \mathcal{L}_C^{\infty}$ is a local period map with $s \in B$ and frame $\iota : \mathbb{V}_{C,s} \xrightarrow{\sim} \mathbb{C}^m$, and consider the flag $\mathbb{V}(F_s^\bullet)$ transferred to $\mathbb{C}^m$ using $\iota$. Let $F_s^\bullet$ be a filtration opposed to $\mathbb{V}(F_s^\bullet)$ on $\mathbb{C}^m$, and let $U \subset \iota(H_{S,C})$ be a proper complex algebraic subgroup with Lie algebra $u$, such that:

- the summands $H^{p,q} = \mathbb{V}(F_p^\bullet) \cap F_q^\bullet$ give a direct sum decomposition of $\mathbb{C}^m$;

- the induced direct sum decomposition on $\text{End}(\mathbb{C}^m)$ given by (4.2) restricts to direct sum decompositions $\iota(h_S) = \bigoplus_i h_i^S$ and $u = \bigoplus_i u_i^t$, and both decompositions have symmetric Hodge numbers.

Then

$$\dim(H_S(\mathbb{C}) \cdot \iota(F_s^\bullet)) - \dim(U(\mathbb{C}) \cdot \iota(F_s^\bullet)) > \dim S - \dim \psi^{-1}(U(\mathbb{C}) \cdot \iota(F_s^\bullet)).$$

**Reduction to generic $s$:** We begin by noting that it suffices to consider $s$ for which we have both

$$\dim T_s\psi^{-1}(U(\mathbb{C}) \cdot \iota(F_s^\bullet)) = \dim_s \psi^{-1}(U(\mathbb{C}) \cdot \iota(F_s^\bullet))$$

$$T_s\psi^{-1}(U(\mathbb{C}) \cdot \iota(F_s^\bullet)) = (d\psi)_s^{-1}(T_{\psi(s)}(U(\mathbb{C}) \cdot \iota(F_s^\bullet))).$$

The analytic locus where these two conditions hold is dense in $\psi^{-1}(U(\mathbb{C}) \cdot \iota(F_s^\bullet))$, so let us choose a point $s'$ in this locus and show that the hypotheses of the theorem continue to hold after replacing $s$. }
with \( s' \). The local period map \( \psi \) admits a decomposition \( \psi = q \circ M \), where \( M \) is the change-of-basis matrix between a filtration-compatible frame \( v^1, \ldots, v^m \) on \( B \) and a flat frame \( b^1, \ldots, b^m \) such that the isomorphism \( \iota \) is given by \( b_s^1, \ldots, b_s^m \). The map \( \iota \) is induced by a unique map \( \nabla_C(B) \rightarrow C^m \), which in turn induces a unique map \( \iota' : \nabla_C, s \rightarrow C^m \). Then by construction, \( \iota'(F^*_s) \) lies inside \( \text{U}(\mathbb{C}) \cdot \iota(F^*_s) \). Write \( \iota'(F^*_s) = g \cdot \iota(F^*_s) \) for some \( g \in \text{U}(\mathbb{C}) \) and define \( F^*_c = g \cdot F^*_c \). The required properties for the pair \( (\iota(F^*_s), F^*_c) \) are then easily checked from the construction.

**Constraint from transversality:** From now on we drop reference to \( \iota \) and identify \( \nabla_C, s \) and \( C^m \) for ease of notation. Note that as \( \psi(B) \subset H_S(\mathbb{C}) \cdot F^*_s \) (for instance, by applying \( \psi(B) \subset O(F^*_s, \mathcal{U}_s) \) and Lemma 4.3.4), we have on general grounds that

\[
\dim(H_S(\mathbb{C}) \cdot F^*_s) - \dim(U(\mathbb{C}) \cdot \iota(F^*_s)) \geq \dim S - \dim \psi^{-1}(U(\mathbb{C}) \cdot \iota(F^*_s)),
\]

so it suffices to rule out the possibility of equality. By differentiating the natural orbit maps we obtain identifications

\[
T_{F^*_s}(H_S(\mathbb{C}) \cdot F^*_s) = \bigoplus_{i>0} h^i_S \quad \quad T_{F^*_s}(U(\mathbb{C}) \cdot \iota(F^*_s)) = \bigoplus_{i>0} u^i.
\]

where the summands indexed by \( i \) are obtained by intersection with \( \text{End}(\mathbb{C}^m)^i \), defined as in (4.2).

Using these identifications, Griffiths transversality, and our choice of \( s \), we can reformulate the condition that (5.3) be an equality as

\[
\dim \left( \bigoplus_{i>0} h^i_S \right) - \dim \left( \bigoplus_{i>0} u^i \right) = \dim T_S - \dim (d\psi)_s^{-1} \left( \bigoplus_{i>0} u^i \right) = \dim (d\psi)_s^{-1} (h^1_S) - \dim (d\psi)_s^{-1} (u^1) \leq \dim h^1_S - \dim u^1.
\]

This in particular implies that for \( |i| \geq 2 \) we have \( u^i = h^i_S \).

**Properties of \( h_S \):** Next we collect some facts about the direct sum decomposition of \( h_S \) implied by semi-simplicity. As the algebra \( h_S \) is semi-simple with a Lie bracket-compatible grading, a theorem of Zassenhaus [DK00, Chap 3, Lemma 3.6.1] shows that there exists an element \( x \in h_S \) such that \( [x, y] = iy \) for any \( y \in h^1_S \). Because the center of the semi-simple Lie algebra \( h_S \) is trivial, the element \( x \) is unique, and lies in \( m = h^0_S \). Since \( ad x \) is diagonalized by a basis for \( h_S \) compatible with the Hodge decomposition, \( x \) is a semi-simple element of \( h_S \), hence lies in a Cartan subalgebra \( \mathfrak{c} \). Since \( [x, c] = 0 \) for each \( c \in \mathfrak{c} \), one necessarily has \( \mathfrak{c} \subset \mathfrak{m} \).

If one now considers a root space decomposition \( h_S = \mathfrak{c} \oplus \bigoplus_{\mu \in R} h_\mu \) with respect to \( \mathfrak{c} \), with \( R \) the set of roots, then this decomposition necessarily refines the Hodge decomposition of \( h_S \). From this one easily checks that both:

1. the Killing form \( B(y, z) = \text{tr}(\text{ad} y \circ \text{ad} z) \), which is non-degenerate on \( h_S \), induces a perfect pairing between \( h^i_S \) and \( h_{-i}^i \) for each \( i \); and

2. the induced direct sum decomposition of \( h^0_S \) is a root space decomposition, making \( h^0_S \) into a reductive Lie subalgebra.
t-roots: To carry out our argument we will need a slightly different root theory due to Kostant (we also roughly follow similar arguments in [BKU21, §6]); this is not to be confused with the traditional root theory we used above, even though we use the same notation. To begin with, we note that both \( q = \bigoplus_{i > 0} h^S_i \) and \( \bigoplus_{i < 0} h^S_i \) are parabolic subalgebras: this is immediate from the root space decomposition above. We call a non-zero element \( \nu \in \mathfrak{t}^* \) a t-root if the space

\[
\mathfrak{h}_\nu = \{ z \in \mathfrak{h}_S : (\text{ad} \, y)(z) = \nu(y)z, \forall y \in \mathfrak{t} \},
\]

is non-zero. If \( \mathfrak{r} = \bigoplus_{x \neq 0} h^S_x \) is the Killing form orthocomplement of \( \mathfrak{m} \) in \( \mathfrak{h}_S \), one has that

\[
\mathfrak{r} = \bigoplus_{\nu \in R} \mathfrak{h}_\nu,
\]

where \( R \subset \mathfrak{t}^* \) is the set of t-roots. In [Kos10], Kostant proves that:

For each \( \nu \in R \), \( \mathfrak{h}_\nu \) is an irreducible \( \text{ad} \, \mathfrak{m} \) module, and any irreducible \( \text{ad} \, \mathfrak{m} \)-submodule of \( \mathfrak{r} \) is of this form. Moreover, the decomposition (5.4) is the unique decomposition of \( \mathfrak{r} \) as a direct sum of irreducible \( \text{ad} \, \mathfrak{m} \)-modules.

One thus has immediately that each space \( h^S_i \) with \( i \neq 0 \) is uniquely a sum of spaces in \( \{ \mathfrak{h}_\nu : \nu \in R \} \).

We denote for future reference by \( R_{\text{simp}} \subset R \) a subset of simple t-roots; that is a maximal set of t-roots such that each \( \nu \in R_{\text{simp}} \) cannot be written as a sum \( \nu = \nu_1 + \nu_2 \) for \( \nu_1, \nu_2 \in R \), and such that at most one element in \( \{ \nu, -\nu \} \) lies in \( R_{\text{simp}} \) for each \( \nu \in R \). Without loss of generality we may assume that for each \( \nu \in R_{\text{simp}} \) we have \( \mathfrak{h}_\nu \subset \bigoplus_{i > 0} h^S_i \). Note that by [Kos10, Theorem 2.7] one has that \( R_{\text{simp}} \) is a basis for \( \mathfrak{t}^* \).

Griffiths Transverse Generation: Let us denote by \( \mathcal{D} \subset T(H_S(\mathbb{C}) \cdot F_\ast^\mathfrak{s}) \) the involutive distribution generated by the Griffiths transverse subbundle of \( T(H_S(\mathbb{C}) \cdot F_\ast^\mathfrak{s}) \) under \([- , -] \). As \( \mathcal{D} \) is an involutive distribution we learn from the Frobenius theorem that in a small enough neighbourhood \( \Delta \subset H_S(\mathbb{C}) \cdot F_\ast^\mathfrak{s} \) there exists a unique foliation of \( \Delta \) by maximal integral manifolds for \( \mathcal{D} \). Let show that the manifold \( Y \) in this foliation passing through \( F_\ast^\mathfrak{s} \) is algebraic. To see this, consider the nilpotent Lie algebra \( \mathfrak{n} \) generated by \( h^S_1 \). Because \( \mathfrak{n} \) is Nilpotent, is the Lie algebra of a complex algebraic group \( N \). As the natural map \( \mathfrak{h}_S \to T_{F_\ast^\mathfrak{s}}(H_S(\mathbb{C}) \cdot F_\ast^\mathfrak{s}) \) preserves the Lie bracket and \( \mathcal{D} \) is invariant under \( N \), it follows that \( Y = N \cdot F_\ast^\mathfrak{s} \). From [Urb21b, Lemma 4.10(ii)], and the algebraicity of \( Y \) we now conclude that \( Y = H_S(\mathbb{C}) \cdot F_\ast^\mathfrak{s} \). It follows that \( h^S_1 \) generates \( \bigoplus_{i > 0} h^S_i \). This in particular means that \( h^S_1 = \bigoplus_{\nu \in R_{\text{simp}}} \mathfrak{h}_\nu \).

Showing \( u^1 = h^S_1 \): The essential consequence of the above analysis for us is that we may conclude that \( h^S_1 = [h^S_1, h^S_1] \), where \( k \) is the level of \( V \). (We recall that \( k \geq 3 \) and \( h^S_k \neq 0 \) by assumption.)

Now consider the Lie subalgebra \( \mathfrak{h} \subset \mathfrak{h}_S \) generated by \( \bigoplus_{|\nu| > 2} \mathfrak{h}_\nu \). This is naturally an \( \text{ad} \, \mathfrak{m} \)-submodule, and the set \( \mathfrak{h}_0 \subset \mathfrak{r} \) of t-roots \( \nu \) for which \( \mathfrak{h}_\nu \subset \mathfrak{h} \) is stable under the map \( \nu \mapsto -\nu \). From the equality \( [h^S_1, h^S_1] = h^S_1 \) we find that \( \mathfrak{h} \cap h^S_1 \) must be non-empty: if we choose \( \mu, \nu \in R \) such that \( \mathfrak{h}_\mu \subset h^S_1 \) and \( \mathfrak{h}_\nu \subset h^S_{k-1} \), then \( \mathfrak{h}_{\mu + \nu} = \mathfrak{h}_{\mu} \subset \mathfrak{h}_0 \). Let \( c^1 \) be the complementary \( \text{ad} \, \mathfrak{m} \)-submodule to \( \mathfrak{h} \cap h^S_1 \) inside \( h^S_1 \). Then for \( \mathfrak{h}_\gamma \subset c^1 \) and \( \mathfrak{h}_\mu \subset \mathfrak{h} \cap h^S_1 \) we must have \( [\mathfrak{h}_\mu, \mathfrak{h}_\gamma] = 0 \); otherwise \( \mu + \gamma \) is a t-root and arguing as before one can prove \( \mathfrak{h}_\gamma \subset \mathfrak{h}_0 \). If \( \mathfrak{h} \cap h^S_1 \) is not all of \( h^S_1 \),
we therefore obtain a non-trivial decomposition $R_{\text{simp}} = R_1 \sqcup R_2$, with the t-roots in $R_2$ identified with the t-root spaces in $\mathfrak{h} \cap \mathfrak{h}_S^1$, and such that no sum of an element of $R_1$ and an element of $R_2$ is a t-root. Using [Kos10, (2.13)] and [Kos10, (2.33)] this implies that if $\nu_1 \in R_1$ and $\nu_2 \in R_2$ then $(\nu_1, \nu_2) = 0$, with $(-, -)$ the restriction of the Killing form as in [Kos10].

We now show this contradicts [Kos10, Remark 2.9], which says because $\mathfrak{h}_S$ is simple, the t-root obtained as the restriction to $\mathfrak{t}$ of the highest root of $\mathfrak{h}_S$ is of the form $\sum_{\beta \in R_{\text{simp}}} n_\beta \beta$ with all coefficients $n_\beta > 0$; we will show this is impossible if the t-root system is decomposable. Indeed, suppose that $\nu = \nu_1 + \nu_2$ is a positive t-root, with $\nu_1$ a non-zero sum of elements of $R_1$ and $\nu_2$ a non-zero sum of elements of $R_2$. Using the definition of $R_{\text{simp}}$, we can find such an element so that either $\nu_1 \in R_{\text{simp}}$ or $\nu_2 \in R_{\text{simp}}$; assume the latter without loss of generality. Then $(\nu_1, \nu_2) = 0$ and $\nu = \nu_1 + \nu_2$ is a t-root, so by [Kos10, (2.14)] so is $\nu_1 - \nu_2$. Because $\nu_2$ is simple and $\nu_1$ is non-zero, $\nu_1 - \nu_2$ must be a positive t-root, which is impossible because $R_{\text{simp}}$ forms a basis for $\mathfrak{t}^*$ and $\{\nu_2\}$ is linearly independent from $R_1$.

**Finishing Up:** We have thus shown that $\mathfrak{h}_S^1 \subset \mathfrak{h}$, and so by symmetry, that $\mathfrak{h}_S^{-1} \subset \mathfrak{h}$. Since $\mathfrak{h}$ is by construction an $\text{ad}\mathfrak{m}$-module containing $\bigoplus_{|i| \geq 2} \mathfrak{h}_S^i$, this implies that $\mathfrak{h} = \mathfrak{h}_S$. As $\mathfrak{h} \subset \mathfrak{u}$, we have $\mathfrak{u} = \mathfrak{h}_S$, contradicting an assumption and completing the proof.
Chapter 6

Recollections from Cycle Theory

In the next section will apply the theory we have developed to the concrete situation arising from the relative algebraic de Rham cohomology of a smooth projective family $f : X \to S$ defined over a ring $R \subseteq \mathbb{C}$, with $X$ and $S$ both smooth over $R$, $S$ connected, and such that $X$ has geometrically connected fibres. We begin by introducing the triple $(\mathcal{H}, F^\bullet, \nabla)$ of interest. First, we denote by $\Omega^\bullet_{X/S}$ the relative de Rham complex associated to the morphism $f$. We also define a filtration of this complex by $F^i \Omega^\bullet_{X/S} = \Omega^{>i}_{X/S}$. We fix a cohomological degree $w$, define $H^w = f_* \Omega^\bullet_{X/S}$, and

$$F^i \mathcal{H} = \text{image} \left[ R^w f_* F^i \Omega^\bullet_{X/S} \to R^w f_* \Omega^\bullet_{X/S} \right].$$

The connection $\nabla$ is constructed as in [KO68]; note that [KO68] works over a field, but this is not necessary, see [Kat70]. We define a filtration $L^\bullet$ on the de Rham complex $\Omega^\bullet_X$ of $X$ via

$$L^i \Omega^\bullet_X = \text{image} \left[ \Omega^{>i}_X \otimes f^*(\Omega^1_S) \to \Omega^\bullet_X \right].$$

We obtain an exact sequence of complexes

$$0 \to f^* \Omega^1_S \otimes \Omega^{>1}_{X/S} \to \Omega^\bullet_X / L^2 \Omega^\bullet_X \to \Omega^\bullet_X / S \to 0,$$  \hspace{1cm} (6.1)

and we define $\nabla$ to be the connecting homomorphism

$$\mathcal{H} = R^w f_* \Omega^\bullet_{X/S} \to \Omega^1_S \otimes R^{w+1} f_* \Omega^{>1}_{X/S} = \Omega^1_S \otimes \mathcal{H}.$$  

Later, in §6.4 and onwards, we will replace the cohomology sheaf $\mathcal{H}$ with its primitive part; this will be unnecessary prior to considering the cup product, so we work with the full cohomology for the time being.

6.1 Flat Sections from Algebraic Cycles

In this section we suppose $w = 2k$ is even. Let us moreover suppose that we have closed immersion $\iota : Y \hookrightarrow X$ of $R$-subschemes which is of relative dimension $k$ over $S$. We explain how this induces a flat section $c^{\text{dir}}(Y)$ of $\mathcal{H}$ using the theory of relative Chern classes. To do this we begin by recalling
how, to any vector bundle $\mathcal{V}$ on $X$, we may assign a Chern class $c^{\text{dR}}(\mathcal{V}) \in \bigoplus_j H^j_{\text{dR}}(X/S)$ in the de Rham cohomology ring of the morphism $f$. First we consider the case where $\mathcal{V} = \mathcal{L}$ is a line bundle, and define

$$c^{\text{dR}}(\mathcal{L}) = 1 + c^{\text{dR}}_1(\mathcal{L}) = 1 + H^2(\text{dlog})(\mathcal{L}),$$

where $\text{dlog} : \mathcal{O}_X^*[-1] \to \Omega^1_{X/S}$ is the map of complexes given by $g \mapsto dg/g$, and we use the identification $\text{Pic}(X) = H^2(X, \mathcal{O}_X^*[-1])$. Using [Sta20, Proposition 0F15], the map $c^{\text{dR}}_1$ determines a unique map

$$c^{\text{dR}} : K_0(\text{Vect}(X)) \to \bigoplus_{i > 0} H^i_{\text{dR}}(X/S),$$

compatible with pullback along morphisms $X' \to X$ of quasi-compact and quasi-separated $S$-schemes, and where $K_0(\text{Vect}(X))$ is the free abelian group on isomorphism classes of vector bundles with direct sum as addition and modulo the relations $[\mathcal{F}] - [\mathcal{F'}] - [\mathcal{F''}]$ for every exact sequence $0 \to \mathcal{F}' \to \mathcal{F} \to \mathcal{F}'' \to 0$. The map $c^{\text{dR}}$ satisfies $c^{\text{dR}}(0) = 1$ and $c^{\text{dR}}(\alpha + \beta) = c^{\text{dR}}(\alpha)c^{\text{dR}}(\beta)$. If additionally $R$ is a field, we may use the fact that $X$ is smooth to find a finite resolution $\mathcal{F}_* \to \mathfrak{i}_* \mathcal{O}_Y$ by vector bundles, and finally define the cycle class $[Y]$ as the image under $c^{\text{dR}}$ of the alternating sum $\sum (-1)^i [\mathcal{F}_i]$.

The maps $c^{\text{dR}}$ give, by composing with the natural maps $H^j_{\text{dR}}(X/S) \to (R^j f_* \mathcal{O}^\bullet_{X/S})(S)$, sections of $(\bigoplus_{j > 0} R^j f_* \mathcal{O}^\bullet_{X/S})(S)$. We now prove:

**Proposition 6.1.1.** Let $X$ be a quasi-compact and quasi-separated scheme which is smooth over $S$. Then for each $j$, the image of

$$c^{\text{dR}}_j : K_0(\text{Vect}(X)) \to (R^j f_* \mathcal{O}^\bullet_{X/S})(S),$$

lies in the subspace of sections flat for the Gauss-Manin connection $\nabla$.

**Proof.** We note as in [KO68, Theorem 1] that the Gauss-Manin connection $\nabla$ is compatible with the cup product via the formula $\nabla(\alpha \cup \beta) = \alpha \cup (\nabla \beta) + (\nabla \alpha) \cup \beta$, and is also compatible with pullback, in the sense that if $g : X' \to X$ is a map between quasi-compact and quasi-separated schemes smooth over $S$, then the natural maps $R^j f_* \mathcal{O}^\bullet_{X'/S} \to R^j(f \circ g)_* \mathcal{O}^\bullet_{X/S}$ respect the connections $\nabla$ and $\nabla'$, where $\nabla$ (resp. $\nabla'$) is the Gauss-Manin connection associated to $f$ (resp. $f' = f \circ g$).

Consider a vector bundle $\mathcal{V}$ on $X$. If we consider the projective space $g : \mathbb{P}(\mathcal{V}) \to X$ over $X$ associated to $\mathcal{V}$, then the splitting principle tells us that $g^* \mathcal{V}$ splits as a direct sum $\mathcal{L} \oplus \mathcal{U}$, where $\mathcal{L}$ is a line bundle. The map $g$ is smooth, hence $X' = \mathbb{P}(\mathcal{V})$ is smooth over $S$, and the maps $R^j f_* \mathcal{O}^\bullet_{X'/S} \to R^j(f \circ g)_* \mathcal{O}^\bullet_{X/S}$ on cohomology are injective. We then find that showing $\nabla c^{\text{dR}}(\mathcal{V}) = 0$ reduces to showing that

$$\nabla c^{\text{dR}}(g^* \mathcal{V}) = (\nabla c^{\text{dR}}(\mathcal{L})) \cup c^{\text{dR}}(\mathcal{U}) + c^{\text{dR}}(\mathcal{L}) \cup (\nabla c^{\text{dR}}(\mathcal{U})) = 0.$$

The claim therefore reduces inductively to the situation where $\mathcal{V} = \mathcal{L}$ is a line bundle.

In this case we proceed by directly computing $\nabla c^{\text{dR}}(\mathcal{L})$ using Čech cohomology, loosely following [KO68]. We fix an affine open cover $\mathcal{U} = \{U_{i_a}\}_{a \in I}$ of $X$ and for each of the complexes $\mathcal{F}^\bullet$ making up the exact sequence (6.1) we let $C^q(\mathcal{U}, \mathcal{F}^\bullet)$ be the set of alternating $q$-cochains $\beta$ whose value on $\beta(i_0, \ldots, i_q)$ is an element of $\mathcal{F}^p(U_{i_0} \cap \cdots \cap U_{i_q})$. After refining $\mathcal{U}$ we may assume that the restrictions $\mathcal{L}|_{U_a}$ are trivial. We have natural differential $d : C^q(\mathcal{U}, \mathcal{F}^\bullet) \to C^q(\mathcal{U}, \mathcal{F}^{\bullet+1})$ given by
(dβ)(i_0, \ldots, i_q) = d(β(i_0, \ldots, i_q)). There is a second differential $δ : C^•(\mathcal{U}, \mathcal{F}^p) \to C^{•+1}(\mathcal{U}, \mathcal{F}^p)$ defined by $β(i_0, \ldots, i_{q+1}) = (-1)^p \sum_{j=0}^{q+1}(-1)^j β(i_0, \ldots, \hat{i}_j, \ldots, i_{q+1}).$

To each of the complexes $\mathcal{F}^•$ appearing in (6.1) we may associate a total complex $K^•(\mathcal{F}^•)$ with $K^n(\mathcal{F}^•) \equiv \bigoplus_{p+q=n} C^q(\mathcal{U}, \mathcal{F}^p)$ and with differential $d + δ$. In particular, the exact sequence (6.1) induces an exact sequence

$$0 \to K^•(f^*Ω^1_S \otimes Ω^{q-1}_{X/S}) \to K^•(Ω^2_X/L^2Ω^*_X) \to K^•(Ω^*_X/S) \to 0. \tag{6.2}$$

The class $c^\text{dR}_1(\mathcal{L})$ appearing in $K^1(Ω^*_X/S)$ is constructed as follows. We let $\{g_{αα'}\}_{(α,α') ∈ Ω^2}$ be the transition functions associated to the line bundle $\mathcal{L}$ by the cover $\mathcal{U}$. These functions satisfy the cocycle condition $g_{αα'}g_{α'α''} = g_{αα''}$ on the triple intersections $U_α \cap U_α' \cap U_α''$. Then as in [Sta20, Section 0FLE], we obtain elements of both $K^1(Ω^2_X/L^2Ω^*_X)$ and $K^1(Ω^*_X/S)$ by constructing a cocyle $β$ whose value on $U_α'$ is given by $q_{αα'}^{-1}dg_{αα'}$. We then have that

$$(dβ)(α_0, α_1) = d(β(α_0, α_1)) = -\frac{dg_{α0α1}}{g_{α0α1}} \land g_{αα01} = 0$$

$$(δβ)(α_0, α_1, α_2) = (-1)(g_{α1α2}^{-1}dg_{α0α1} - g_{α0α2}^{-1}dg_{α0α2} + g_{α1α2}^{-1}dg_{α0α2}) = g_{α1α2}^{-1}(g_{α0α2}dg_{α0α1} + g_{α0α1}dg_{α1α2}) - g_{α0α1}^{-1}dg_{αα01} - g_{α1α2}^{-1}dg_{α1α2} = (g_{α2α0}dg_{α1α0} - g_{α1α0}dg_{α0α1} + (g_{α2α0}dg_{α0α1} - g_{α2α1}dg_{α1α2}) = 0.$$

Because the Gauss-Manin connection is defined via the connecting homomorphism associated to the complex (6.2), and because the class in $h^1(K^•(Ω^*_X/S))$ which represents $c^\text{dR}_1(\mathcal{L})$ admits a lift to $K^1(Ω^2_X/L^2Ω^*_X)$ which lies in the kernel of the differential $d + δ$, it follows from the definition of the connecting homomorphism that $∇c^\text{dR}_1(\mathcal{L}) = 0.$

### 6.2 Flat Sections from the Crystalline Site

Next, we describe a second source of flat sections associated to $(\mathcal{H}, F^•, ∇)$ coming from crystalline cohomology. Here we assume that $f : X → S$ is a smooth projective family over $κ$, where $κ$ is a perfect field of characteristic $p > 0$, and with both $X$ and $S$ smooth; the triple $(\mathcal{H}, F^•, ∇)$ is defined as before.

We begin by recalling that associated to any smooth $κ$-variety $Y$, we have a crystalline site $\text{Cris}(Y/W)$ which is the category of triples $(U, T, δ)$ satisfying:

(i) $U ⊂ Y$ is an open subscheme;

(ii) $U ↷ T$ is an infinitesimal thickening;

(iii) $δ$ is a divided power structure on the ideal $I ⊂ 𝒵_T$ defining $U$. (For the definition of divided power structure, we refer to [Sta20, Section 07GK].)

The crystalline site of $Y$ has on it a natural sheaf $𝒪_{Y/W}$, called the crystalline structure sheaf, whose value on $(U, T, δ)$ is $Γ(T, 𝒵_T)$. Given any sheaf $ℱ$ on $\text{Cris}(Y/W)$ and a map $g : (U, T, δ) \to (U', T', δ')$
of objects in Cris(Y/W), we obtain a natural map $c_g : g^{-1}\mathcal{F}_T \to \mathcal{F}_T$, where the subscript denotes restriction of $\mathcal{F}$. The sheaf $\mathcal{F}$ is called a crystal if the maps $c_g$ are isomorphisms for any such $g$. In particular, $\mathcal{O}_{Y/W}$ is a crystal.

Another important sheaf on Cris(Y/W) is the sheaf $\Omega^1_{Y/W}$. This is the quotient of the sheaf $(U,T,\delta) \to \Omega^1_T$ by the relations $d\delta_n(x) = \delta_{n-1}(x)dx$ for every $n \geq 1$ and $x$ in the kernel of $\delta_T \to \mathcal{O}_U$. An important fact about crystals $\mathcal{F}$ on Cris(Y/W) which are modules over $\mathcal{O}_{Y/W}$ is that each comes with a canonical associated connection, i.e., a morphism

$$\nabla : \mathcal{F} \to \mathcal{F} \otimes_{\mathcal{O}_{Y/W}} \Omega^1_{Y/W}$$

such that $\nabla(\alpha s) = a\nabla(s) + s \otimes d\alpha$ whenever $s$ is a local section of $\mathcal{F}$ and $\alpha$ is a local section of $\mathcal{O}_{Y/W}$. The morphism $f$ induces a natural pushforward map $f_\ast$ from sheaves on Cris(X/W) to sheaves on Cris(S/W).

**Proposition 6.2.1** (Berthelot). For each $w$, the sheaf $R^w f_\ast \mathcal{O}_{X/S}$ is a crystal, whose value on $(S,S,0)$ agrees with the algebraic de Rham cohomology $R^w f_\ast \Omega^\bullet_{X/S}$. Moreover, the connection on $R^w f_\ast \Omega^\bullet_{X/S}$ induced by the crystal $R^w f_\ast \mathcal{O}_{X/S}$ is the Gauss-Manin connection.

**Proof.** This is [Ber74, Ch V 3.6.2, 3.6.4] □

Using Proposition 6.2.1, the following Lemma will allow us to produce flat sections of $\mathcal{H} = R^w f_\ast \Omega^\bullet_{X/S}$:

**Lemma 6.2.2.** Let $\mathcal{F}$ be a crystal on Cris(Y/W), with associated connection $\nabla$. Then any global section $\nu$ of $\mathcal{F}$ is flat for $\nabla$, i.e., we have $\nabla(\nu) = 0$.

**Proof.** Let us describe the construction of $\nabla$, following [Bd11]. Let $(U,T,\delta)$ be an object in the crystalline site of $Y$. Then associated to $T$ is a scheme $T(1)$ and a map $\Delta : T \to T(1)$ which is a divided power thickening; as explained in [Bd11], the scheme $T(1)$ is the divided power envelope of $U$ inside $T \times W T$. From the two projections $p_i : T \times_W T \to T$ with $i \in \{1,2\}$ we obtain two isomorphisms $c_i : p_i^{-1}\mathcal{F}_T \to \mathcal{F}_T(1)$. The connection $\nabla$ is then defined on sections $s \in \Gamma(T,\mathcal{F}_T)$ by $\nabla(s) = c_1(s \otimes 1) - c_2(1 \otimes 2)$. In the case where $s$ comes from a global section on the crystalline site, this simply means that one has, for each object $(U',T',\delta')$ of Cris(Y/W), a section $s_{(U',T',\delta')} \in \Gamma(T',\mathcal{F}_{T'})$, and this family of sections is compatible with restriction. Hence both $c_1(s \otimes 1)$ and $c_2(1 \otimes s)$ are equal to some section $\widetilde{s} \in \Gamma(T(1),\mathcal{F}_{T(1)})$, hence the result. □

We note that the flat sections of $\mathcal{H}$ arising from Lemma 6.2.2 includes all the sections arising from algebraic cycles considered in the previous section: each $\kappa$-subvariety $Y \subset X$ of relative dimension $k$ over $S$ induces, via the natural map $H^k_{\text{cris}}(X/W) \to H^0_{\text{cris}}(S, R^{2k} f_\ast \mathcal{O}_{X/W})$ arising from the edge map of the Leray spectral sequence

$$E_2^{ab} = H^a_{\text{cris}}(S, R^b f_\ast \mathcal{O}_{X/W}) \Rightarrow H^{a+b}_{\text{cris}}(X/W),$$

a global section of $R^{2k} f_\ast \mathcal{O}_{X/W}$ (c.f. [Mor19, Remark 1.1]).
6.3 Compatibility with Filtrations

It will not be enough that the sections induced by algebraic cycles and global Galois-invariant classes be flat, and we will need additional compatibility with both the Hodge filtration and another filtration on algebraic de Rham cohomology called the conjugate filtration. We begin by recalling this latter notion, which requires us to specialize to the situation where $S$ is a scheme of characteristic $p$ (so $p\mathcal{O}_S = 0$).

We begin by defining an additional filtration on the algebraic de Rham complex $\Omega^*_{X/S}$, complementary to the Hodge filtration described above. Its terms are given by

$$\tau_p(\Omega^*) = 0 \to \Omega^1 \to \cdots \to \Omega^{p-1} \to \ker d \to 0 \to \cdots.$$  

The filtration $\tau_*$ induces a spectral sequence, called the "second spectral sequence of hypercohomology", denoted

$$E_2^{p,q} = R^p f_*(h^q(\Omega^*_{X/S})) \Longrightarrow R^{p+q} f_*(\Omega^*_{X/S}).$$

The resulting filtration on algebraic de Rham cohomology we denote by $F^*$. Its formation is compatible with base-change along maps $S' \to S$ of characteristic $p$-schemes, see [Kat72].

Let us now assume that $Y$ is a proper variety over a perfect field $\kappa$ of characteristic $p$, and let $W = W(\kappa)$ be the associated ring of Witt vectors. Then the Hodge filtration $F^*$ and conjugate filtration $F^c$ on $H^*_\text{dR}(Y)$ satisfy the following compatibilities with the crystalline Frobenius, as shown by Mazur in [Maz73, Theorem 7.6]:

**Theorem 6.3.1** (Mazur). Assume that $H^*_\text{cris}(Y/W)$ has no $p$-torsion, and that the Frolicher spectral sequence of $Y$ degenerates at $E_1$. Denote by $\varphi : H^*_\text{cris}(Y/W) \to H^*_\text{cris}(Y/W)$ the natural Frobenius morphism. Then

$$F^c = \varphi^{-1}(p^i H^*_\text{cris}(X/W)) \mod p,$$

$$F^c_{w-i} = \frac{\text{Im}(\varphi) \cap (p^i H^*_\text{cris}(X/W))}{p^i} \mod p.$$  

**Corollary 6.3.2.** Suppose we are in the situation where $f : X \to S$ is a $\kappa$-algebraic family obtained by base-change to a fibre $\text{Spec} \kappa \to \text{Spec} R$ from the smooth projective $R$-algebraic family $\hat{f} : \mathfrak{X} \to \mathcal{S}$, where $R \subset \mathbb{C}$ and where $\mathcal{S}$ is smooth over $R$. Suppose that $R^2 f_* \Omega^*_{X/S}$ is a vector bundle. Then for each point $s \in S(\kappa)$, a vector in $H^2_{\text{dR}}(X_s)$ which is the reduction of an eigenvector in $H^2_{\text{cris}}(X_s/W)$ for $\varphi$ with eigenvalue $p^k$ lies in both $F^k$ and $F^c_k$.

**Proof.** The hypotheses ensure, by applying Hensel’s Lemma, that $s$, and hence $X_s$, admits a characteristic zero lift $\tilde{s}$. By identifying the crystalline cohomology with the de Rham cohomology of the lift we find that the degeneration hypothesis of Theorem 6.3.1 is satisfied. For the $p$-torsion hypothesis one equates the reduction of $H^2_{\text{cris}}(X_s/W)$ to $\kappa$ with the algebraic de Rham cohomology and uses the fact that $R^2 f_* \Omega^*_{X/S}$ is a vector bundle over the smooth scheme $S$, hence has constant fibre dimension. The result then follows by taking $Y = X_s$ and applying Theorem 6.3.1.

Note that if $\nu$ is a flat section of $R^2 f_* \Omega^*_{X/S}$ induced by a family of algebraic cycles, then the fibres of $\nu$ satisfy the hypotheses of Corollary 6.3.2.
6.4 Primitive Cohomology and Cup Product

So far we have taken the triple $(\mathcal{H}, F^\bullet, \nabla)$ to correspond to the “full” cohomology in degree $w$. To emphasize this, we refer to this triple in this section as $(\mathcal{H}_{\text{full}}, F^\bullet_{\text{full}}, \nabla_{\text{full}})$, and define a “primitive” subbundle $\mathcal{H} \subset \mathcal{H}_{\text{full}}$; the notation $(F^\bullet, \nabla)$ will the be repurposed for the restriction of $(F^\bullet_{\text{full}}, \nabla_{\text{full}})$ to $\mathcal{H}$. We will also construct a symmetric non-degenerate bilinear pairing $\mathcal{H} \otimes \mathcal{H} \to \mathfrak{o}_S$ by combing cup product with the trace pairing.

The construction works as follows. The morphism $f : X \to S$ is projective, so we may fix a line bundle $\mathcal{L}$ on $X$ which is very ample over $S$. Using the same construction as in §6.1, one may associate to $\mathcal{L}$ a relative Chern class $\omega = c_1, S(\mathcal{L})$ which is a global section of $R^2f_*\Omega^\bullet_X/S$. If $f$ has relative dimension $n$, one also has a canonical isomorphism $\text{tr} : R^{2n}f_*\Omega^\bullet_X/S \xrightarrow{\sim} \mathfrak{O}_S$ which is described in [Har75]. The class $\omega$ induces, for each $w$, an operator $L : R^w f_*\Omega^\bullet_X/S \to R^{w+2}f_*\Omega^\bullet_X/S$ by means of cup product with $\omega$, i.e., we have $L(\beta) = \beta \wedge \omega$. Recalling that $\mathcal{H}_{\text{full}} = R^w f_*\Omega^\bullet_X/S$, we define $\mathcal{H}$ to be the kernel of $L^{n-w+1}$ inside $\mathcal{H}_{\text{full}}$. The pairing $\mathcal{Q} : \mathcal{H} \otimes \mathcal{H} \to \mathfrak{o}_S$ we define by

$$\mathcal{Q}(\alpha, \beta) = \text{tr}(\alpha \wedge \beta \wedge \omega^{n-w}).$$

The same construction on the level of the variation $\mathcal{V} = R^w f_*\mathfrak{an}_X$ gives a primitive subsystem $\mathcal{V} \subset \mathcal{V}_{\text{full}}$, and this construction is compatible with the comparison between algebraic de Rham and Betti cohomology. Finally, we record the following fact regarding the compatibility of the Hodge and conjugate filtrations in positive characteristic and the pairing $\mathcal{Q}$:

**Proposition 6.4.1.** If $p \in \text{Spec} R$ is a prime for which the associated residue field $\kappa(p)$ has positive characteristic, and $F^\bullet$ is the conjugate filtration on $\mathcal{H}_{\kappa(p)}$, then $\mathcal{Q}$ lies inside $F^{\text{mid}} \cap F^{\text{mid}}_c$.

**Proof.** What needs to be checked by Lemma 4.1.1 is that both $F^\bullet$ and $F^\bullet_c$ satisfy (4.1). This is immediate from [Kat72, 2.3.5.1.4, 2.3.5.1.5]. (Note that lines (2.3.5.1.4) and (2.3.5.1.5) in [Kat72] contain a misprint: $N + 1 - n$ should be $N + i - n$.)

$\square$
Chapter 7

Applications

We now give our main results in the setting where \((V, \mathcal{H}, F^*, \nabla, Q)\) is the primitive cohomological data in cohomological degree \(w\) associated to a smooth projective family \(f : X \to S\) over \(R \subset \mathbb{C}\), as introduced in §6.4. We let \(Q : \mathbb{Z}^m \otimes \mathbb{Z}^m \to \mathbb{Z}\) be a fixed polarization of the same type as \(Q\); i.e., so that \((\mathbb{Z}^m, Q)\) is isomorphic as a polarized lattice to \((V_s, Q_s)\) for some (hence any) point \(s \in S(\mathbb{C})\).

7.1 Proof of Theorem 1.1

We will begin with proving Theorem 1.1.1, which will serve as a “warm up”.

Proof of Theorem 1.1.1: Let us first note that to prove the statement of the theorem we are free to replace \(S\) with a non-empty open subscheme. This in particular means we can replace \(R\) with a non-empty open subscheme \(\text{Spec } R_1 \subset \text{Spec } R\), as we can always replace \(S\) with the inverse image of \(\text{Spec } R_1\) under the structure map \(S \to \text{Spec } R\).

Denote by \(e_1 \in \mathbb{Z}^m\) the first standard basis vector, and let \(U = \text{span}[e_1, Q]\). Consider the family \(g : Y \to M\) of subschemes of \(qL_R\), with \(M = \text{GL}_m(R)\), whose fibre above a point \(A \in \text{GL}_m(R)\) is the set of flags \(F^*_1 \in \tilde{L}(R)\) which are polarized by \(A^t QA\) and for which \(Ae_1 \in F^\text{mid}\), functorially in \(R\). The family \(g\) has a natural integral structure over \(R\), and has constant fibre dimension \(e\). We will construct \(E\) as a union \(\bigcup_{d=1}^n E^d\) with \(n = \dim S_\mathbb{C}\).

Let \(\Phi^d_r\) and \(\mathcal{E}^d_r\) be as in the statement of Proposition 5.1.8; we write \(\mathcal{E}^d_r\) instead of \(\mathcal{E}_r\) to emphasize the dependence on \(d\). For each \(d \in \{1, \ldots, n\}\), the locus \(E^d\) will be defined as the closure of the projection of \(\mathcal{E}^d_r\) to \(S\) for some \(r = r(d)\) depending on \(d\). In the case where \(d\) satisfies the inequality \(\overline{P} - e > \dim R S - d\) of Proposition 5.1.8, we simply take \(r = r(d)\) to be the \(r\) given to us by Proposition 5.1.8. Let us write

\[
E^\text{exc} = \bigcup_{\overline{P} - e > \dim R S - d} E^d,
\]

for the subset of \(E\) which we have so far constructed.

Let us now consider the case where \(\overline{P} - e \leq \dim R S - d\). We claim that there is some \(r = r(d)\) for which \(\mathcal{E}^d_r\) maps into \(E^\text{exc}\). There is nothing to show unless \(\mathcal{E}^d_r\) is non-empty for all \(r\), so assume so. Then the sets \(\mathcal{E}^d_r\) are compatible with projections, so we may apply Lemma 3.0.6 to find a compatible sequence \(\{(t_r, \sigma_r)\}_{r \geq 0}\) with \((t_r, \sigma_r) \in \mathcal{E}^d_r \subset \mathcal{F}^d_{r, \mathbb{C}} \times J^d_r \tilde{L}_\mathbb{C}\) for all \(r\). Consider the constructible locus \(\mathcal{M}_r \subset \mathcal{M}(\mathbb{C})\) of points \(m\) for which \(\sigma_r \in J^d_r \mathcal{Y}_m\); by construction each \(\mathcal{M}_r\) is
non-empty and \( \mathcal{M}_{r+1} \subset \mathcal{M}_r \) for all \( r \), so we can find some \( m \in \bigcap_r \mathcal{M}_r \) from constructibility. Using the interpretation of the torsors \( \mathcal{G}^d_r \) given in Lemma 2.2.7, the point \( t_0 \) corresponds to a frame \( \iota : \mathbb{V}_{\mathbb{C},s} \xrightarrow{\sim} \mathbb{C}^m \) with \( s \in S(\mathbb{C}) \) a point, and if \( (\psi, \iota) \) is the associated framed local period map then \( \psi \circ \gamma(t_r) = \sigma_r \) for all \( r \). If we now apply Lemma 3.0.7 to \( \psi_d = \psi|_B \), with \( B \subset S(\mathbb{C}) \) an irreducible \( d \)-dimensional analytic locus through which the jets \( \gamma(t_r) \) factor, we find that \( \psi^{-1}(\mathcal{Y}_m) \) has dimension at least \( d \).

Observe that \( \mathcal{Y}_m \) is of the form \( A \cdot O(A^{-1}(F^*_s), U) = O(\iota(F^*_s), A \cdot U) \) for some \( A \in \text{GL}_m(\mathbb{C}) \). Notice that because \( \mathcal{M}_C = \text{GL}_{m,\mathbb{C}} \), and because if \( (\psi, \iota) \) is a framed local period map then so is \( (A \psi, A \iota) \), we may actually choose any \( A \in \text{GL}_m(\mathbb{C}) \) after adjusting \( (\psi, \iota) \) appropriately. In particular, we do all of the following:

- We choose \( A \) so that \( A \iota \) sends the polarization \( Q_s \) on \( \mathbb{V}_{\mathbb{C},s} \) to the polarization \( Q \) on \( \mathbb{Z}^m \). This means that \( \psi(B) \) lands inside the complex algebraic subvariety \( \tilde{D} \subset \tilde{L}_C \) of flags satisfying the relation (4.1). Note that \( \tilde{D} \) contains an open locus \( D \subset \tilde{D} \) of flags \( F^\bullet \) for which the subspaces \( F^{p,q} \cap \tilde{F}^q \) give a polarized Hodge structure for the polarized lattice \( (\mathbb{Z}^m, Q) \).

- We can further adjust \( A \) so that \( A e_1 = e_1 \), hence so that \( \mathcal{Y}_m = O(\iota(F^*_s), U) \).

- The variety \( O(\iota(F^*_s), U) \) is an orbit of \( \text{H}_U(\mathbb{C}) \), with \( \text{H}_U \) the pointwise stabilizer of \( U \), and intersects \( D \); this is a consequence of [GGK12, VLB.1]. Thus after further acting by some \( A \in \text{H}_U(\mathbb{C}) \) we may even assume that \( \iota(F^*_s) \in D \).

We now apply Proposition 5.2.2 to this situation, observing that the hypotheses are satisfied with \( F^*_s \) being the complex conjugate filtration to \( \iota(F^*_s) \), and with \( U = \iota(\text{H}_U) \). Indeed, because the vectors in \( U \) are rational, one observes that \( U \) is a subspace of Hodge tensors for the Hodge structure with summands \( H^{p,q} = \iota(F^p_s) \cap F^q_s \). Moreover, the Hodge decomposition on \( \text{End}(\mathbb{Q}^m) \) restricts to give a Hodge decomposition on both \( \iota(\mathbb{H}_S) \) and \( \mathcal{U} \) via the usual mechanism of inducing a Hodge structure on a Mumford-Tate Lie algebra, see for instance [GGK12, §II.A]. The Hodge symmetry assumption is therefore automatic. We thus obtain that

\[
\mathcal{P} - e > \dim_R S - \dim \psi^{-1}(O(\iota(F^*_s), U)),
\]

where we note that \( O(\iota(F^*_s), U) = \text{U}(\mathbb{C}) \cdot \iota(F^*_s) \) as a consequence of Proposition 4.2.3. In particular, we have \( E^{d_0} \subset E^{\text{exc}} \), and the analytic locus \( \psi^{-1}(O(\iota(F^*_s), U)) \) lies inside \( E^{d_0} \) by construction. (One checks this by constructing non-degenerate jets \( j \) at smooth points of \( \psi^{-1}(O(\iota(F^*_s), U)) \) and using Theorem 1.2.7(iv) together with the definition of \( \mathcal{X}^{d_0}_r \).) This implies that \( s \in E^{d_0} \subset E^{\text{exc}} \).

We have shown that \( \bigcap_r \mathcal{X}^d_r \) maps into \( E^{\text{exc}} \). From constructibility, this implies the same fact for \( \mathcal{X}^d_{r,\mathbb{C}} \) for some large enough \( \mathcal{X} \rightarrow \mathcal{Y} \). For this \( r \), we define \( E^d \) to be the closure of the image of \( \mathcal{X}^d_r \) in \( \mathcal{Y} \). It follows that \( E = \bigcup_{d=1}^\infty E^d \) is a proper closed subscheme of \( \mathcal{Y} \).

Replace \( R \) with an open subring so that the \( r! \) is invertible in \( R \) for every \( r = r(d) \) used in the construction of \( E \); let \( r_{\text{max}} \) be the largest \( r = r(d) \) that was used, and assume \( r_{\text{max}} > 2 \), increasing it if necessary. After replacing \( \mathcal{Y} \) with an open subscheme, we can also ensure that every \( r_{\text{max}} \)-limp is immersive: the quasi-finiteness assumption on \( \varphi \) ensures this is true over an open locus of \( S_{\mathbb{C}} \), and hence over an open subscheme of \( \mathcal{Y} \) by spreading out (c.f. the reduction in the proof of Theorem 7.2.2 below). All that remains to be verified is that the loci \( Z \) described in the statement of the theorem
Lemma 7.2.1. Let $\mathcal{H}$ be a smooth family of algebraic varieties over $\kappa$-algebraic family. If $S$ is a subset of $\mathcal{H}$ associated to $\mathcal{H}$, then $\mathcal{H}$ is a family of closed subvarieties of $\mathcal{H}$, and we may assume by [Sta20, Lemma 055H] that all the groups $\mathcal{H}_s$ are smooth and have constant dimension. Define $U = \bigcap_i U_i$. Shrinking $U$ further, we may assume by [Sta20, Lemma 055H] that all the groups $\mathcal{H}_s$ above geometric points of $U$ have the same number of irreducible components.
Property (a) is immediate. To show (b), let $s_0 \in U$ be the (scheme-theoretic) generic point and write $\delta_M = \delta \cap \mathcal{J}_{Z,M}$. Then for large enough $M$, we have that $H_{\delta,s_0} = H_{\delta_M,s_0}$ from Noetherianity. If $U_M$ is constructed exactly as $U$ above but with respect to $\delta_M$, then one has $H_{\delta,s} \subset H_{\delta_M,s}$ for each $s \in U \cap U_M$, and the inclusion is an equality as the dimensions and number of components is the same. Thus we may take $\mathcal{J} = \delta_M$, which shows (b) after shrinking $U$.

After removing finitely many closed subschemes from $U$, we may assume that any section of $\bigoplus_{a,b \in N} \mathcal{F}^{a,b}$ fixed by $H_{\delta,s}$ for $s \in U$ is also fixed by $H_{\delta,s_0}$. This reduces us to showing that global sections fixed by $H_{\delta,s_0}$ lie inside $\mathcal{J}_{Z,s_0}$. Using the duality induced by $\mathfrak{a}_{s_0}$ we may reduce to considering just those tensors lying in either $\bigoplus_{j \geq 0} \mathcal{H}_{\delta_0}^{\otimes j}$ or $\bigoplus_{j \geq 0} \mathcal{H}_{\delta_0}^{\otimes j} \otimes (\mathcal{H}_{\delta_0}^*)^{\otimes j}$, depending on the weight of the Hodge decomposition on $\mathcal{H}_{s_0}$. Using the interpretation of the Hodge decomposition in terms of weight spaces for $\beta$, we see that such tensors necessarily lie in $F^\text{mid} \cap F^\text{mid}_c$ because $\beta_{s_0}$ fixes them. It then suffices to show that if an algebraic group is defined by stabilizing flat tensors, then any tensor stabilized by that group is also flat; this follows from the fact that the category of modules with integrable connection over a smooth scheme is Tannakian.

**Theorem 7.2.2.** Suppose that $\mathcal{V}$ has level at least three, suppose that $H_{\delta} = \text{Aut}(\mathcal{V}_s, \mathfrak{a}_s)$ for some $s \in S(\mathbb{C})$. Let $N > 0$ be a positive integer. Then there exists a proper closed subscheme $E \subset S$ such that:

- every weakly special subvariety $Z \subset S_C$ with $H_Z \notin \{1, H_S\}$ lies inside $E_C$; and

- for any smooth irreducible locally closed positive-characteristic subscheme $Z \subset S_{\overline{\kappa}}$, where $\kappa = \kappa(p)$ for some prime $p \in \text{Spec} R$ and $\overline{\kappa}$ is an algebraic closure, satisfying

  (i) $(\mathcal{H}, F^*, \nabla)|_Z$ admits a non-constant $r$-limp of some order $r$;

  (ii) $Z$ admits a Zariski dense set of ordinary points; and

  (iii) there exists a subset $\delta \subset \mathcal{J}_{Z,N}$ such that the algebraic group $H_{\delta,s_0} \subset \text{End}(\mathcal{H}_{s_0})$ stabilizing the elements of $\delta$ defines a proper Lie subalgebra $\mathfrak{h}_{s_0,s_0} \subset \mathfrak{h}_{S,s_0}$ with symmetric adjoint Hodge numbers, where $s_0$ is the generic point of $Z$.

then we have $Z \subset E_{\overline{\kappa}}$.

**Proof of Theorem 7.2.2.**

**Preliminary Reductions:** As it causes no harm, we can and will assume that the $N$ that occurs in the statement of Theorem 7.2.2 is at least as large as the one that occurs in the statement of Lemma 4.3.4. After replacing $\text{Spec} R$ with an open subscheme we can and do assume that $\mathfrak{q}_s$ is non-degenerate for each $s \in S$.

Let $K$ be the fraction field of $R$ inside $\mathbb{C}$. Let us begin by noting that it suffices to show the statement after replacing $S$ with an open subscheme, and hence $\text{Spec} R$ with an open subscheme. This in particular tells us that the particular integral model $(\mathcal{H}, F^*, \nabla, \mathfrak{q})$ of the data $(H_K, F^*_K, \nabla_K, \mathfrak{q}_K)$ that we work with is of little relevance: any other such integral model $(\mathcal{H}', F'^*, \nabla', \mathfrak{q}')$ will be uniquely isomorphic to $(\mathcal{H}, F^*, \nabla, \mathfrak{q})$ over a sufficiently small open subscheme of $\text{Spec} R$, and so one can assume the two models are the same after passing to an open subscheme of $S$. These facts will be used throughout the proof, sometimes without comment.

With this in mind, we may use [Kaw81, §2] to find a finite covering $Y_K \to S_K$ and a projective compactification $Y_K \subset \overline{Y}$ such that the divisor $\overline{Y}\setminus Y_K$ at infinity has normal crossings with unipotent
monodromy. After replacing \( \text{Spec} \, R \) with an open subscheme \( \text{Spec} \, R' \subset \text{Spec} \, R \) and spreading out the map \( Y_K \to S_K \) to an integral map \( g : Y \to S \) we may reduce to proving the theorem instead for the data associated to the family \( X_Y \to Y \) obtained by base-change. Replacing \( Y \) with \( S \) we may now let \( \varphi : S\mathbb{C}^n \to \Gamma \setminus D \) be the analytic period map sending the point \( s \in S(\mathbb{C}) \) to the isomorphism class of the integral polarized Hodge structure \((\mathcal{V}_s, \mathcal{G}_s)\). As in [CPMS03, Cor. 13.7.6], one can use the unipotence of the monodromy at infinity to construct a proper extension \( \overline{\varphi} \) of \( \varphi \), and then the main theorem of [BBT18] implies that we obtain a Stein factorization \( \overline{\varphi} = u \circ q_{\mathbb{C}}^n \) where \( q_K : S_K \to T_K \) is a \( K \)-algebraic map satisfying \( q_{K,*} \circ \mathcal{O}_{S_K} = 0_{T_K} \), and the map \( u : T_{\mathbb{C}}^\infty \to \Gamma \setminus D \) is quasi-finite.

Applying the argument of [KOU20, Lem 3.4], the data \((\mathcal{V}, \mathcal{H}, F^*, \nabla)\) descends to \( T_K \) in the sense that there exists a quintuple \((\mathcal{V}_T, \mathcal{H}_T, F^*_T, \nabla_T, F_T)\) of the same kind on \( T_K \) agreeing with the data on \( S_K \) upon pullback via \( q_K \). Spreading out the data \((\mathcal{H}_T, F^*_T, \nabla_T)\) we can extend it to data \((\mathcal{H}_T, F^*_T, \nabla_T)\) defined on an integral model \( T \) for \( T_K \), and moreover spread out \( q \) to obtain a map \( q : S \to T \), possibly passing to an open subscheme of \( R \). After passing to a smooth open subscheme \( V \subset T \) and replacing \( S \) with \( U = q^{-1}(V) \) we have reduced to the following situation:

The data \((\mathcal{V}, \mathcal{H}, F^*, \nabla)\) is obtained by pullback of data \((\mathcal{V}_T, \mathcal{H}_T, F^*_T, \nabla_T)\) of the same type along a morphism \( q : S \to T \) of smooth \( R \)-schemes, and the map \( u : T_{\mathbb{C}}^\infty \to \Gamma \setminus D \), which is a period map for \( \mathcal{V}_T \), is quasi-finite.

We now use this to give an alternative description of the condition (i) in the statement of Theorem 7.2.2. Let \( c(\tilde{L}_R) \subset J^1_1 \tilde{L}_R \) be the subscheme of “constant” tangent vectors (i.e., the image of the zero section). This is a \( \text{GL}_{m_R} \)-invariant locus, and so we may consider the inverse image \((\eta^1_{1,T})^{-1}(c(\tilde{L}_R)) \subset J^1_1 T \) where \( \eta^1_{1,T} \) is as in Theorem 1.2.7 associated to the data \((\mathcal{H}_T, F^*_T, \nabla_T)\). We claim that after possibly replacing both \( R \) and \( T \) with open subschemes, one has that \((\eta^1_{1,T})^{-1}(c(\tilde{L}_R)) \subset c(T)\), where \( c(T) \subset J^1_1 T \) is the locus of constant tangent vectors. It suffices to show this in the case where \( R = \mathbb{C} \), as the compatibility of \( \eta^1_{1,T} \) with base-change will enable us to inherit this property from the generic fibre. Using Theorem 1.2.7(iv), what then needs to be shown is that over some open locus in \( T_{\mathbb{C}} \) local period maps \( \psi : B \to \tilde{L}_R^\infty \) are injective on tangent spaces. This follows from the fact that \( u \) is quasi-finite, as for every local period map \( \psi \) there is some \( g \in \text{GL}_{m_R}(\mathbb{C}) \) such that \( \psi \circ \eta^1_{1,T} = \pi \circ u \big|_{\tilde{L}_R^\infty} \), where \( \pi : D \to \Gamma \setminus D \) is the natural projection.

From Theorem 1.2.7(ii) and Theorem 1.2.7(iii) the maps \( \eta^d_{r,S} \) and \( \eta^d_{r,T} \) obtained from the data, \((\mathcal{H}, F^*, \nabla)\) and \((\mathcal{H}, F^*_T, \nabla_T)\), are compatible with both pullback along \( q \) and pulling back jets \( j : D^d_{r,R} \to S \) along embeddings \( D^1_{1,R} \hookrightarrow D^d_{r,R} \); it follows that after replacing \( R \) with \( R_r \) and for any \( d \) one has that

\[
(J^d)_{r}^{-1}(J^d_{r,sd} T) \subset (\eta^d_{r,s})^{-1} \left( J^d_{r,T} \tilde{L}_R^\infty \right),
\]

using Theorem 1.2.7(ii), the interpretation of this is that for any \( r \)-limp \( \psi \) associated jets of the form \( \psi \circ j \) are non-constant if \( \psi \circ j \) is non-degenerate. Under these circumstances, one has that

For a positive characteristic \( Z \subset S \) as in the statement of Theorem 7.2.2, condition (i) implies the existence of an open subscheme \( U \subset Z \) such that any \( r \)-limp associated to \((\mathcal{H}, F^*, \nabla)\big|_U \) is non-constant.

Indeed, to see this let \( Y \) be the Zariski closure of \( q(Z) \); the fact that \( Z \) admits a non-constant \( r \)-limp and that \( \eta^d_{r,Z} \) factors through \( \eta^d_{r,T}\big|_Y \) implies that \( Y \) is not a point, and so has dimension \( d > 0 \). Then there exists open loci \( U \subset Z \) and \( V \subset Y \) such that both \( V \) and the induced map \( U \to V \)
Consider the loci

**Exceptional Case:**

geometric fibre. Our analysis splits into two cases:

- **E** defined as in Proposition 5.1.8 relative to the family $g$.
- **e** dimension $g$ projection to $L^q$. One may check that $F$ tuples of non-negative integers of the form $\epsilon = \left( d, j, h^w, \ldots, h^w \right)$, where $d \leq \dim S_\mathbb{C}$, $0 < j \leq M$, and $h^w = h^{-i}$ for all $i$,.

where $\mathcal{P}$ is the period dimension of Definition 5.1.4 and we have $M = \dim \mathbb{C} \left( \bigoplus_{a,b \leq N} \mathcal{H}_{\mathcal{C}}^{a,b} \right)$. Fixing such a tuple $p = (d, j, h^w, \ldots, h^w)$, we now construct a family of subschemes of $\tilde{L}_R$, depending on $p$, which are “defined by” tensors in $R_N = \bigoplus_{a,b \leq N} (R^m)^{a,b}$, functionally in $R$.

We denote by $\tilde{X} = \text{Gr}(\mathbb{Z}_N, j)$ the Grassmanian of subspaces of $\mathbb{Z}_N$ of dimension $j$. We then consider the locus

$$\mathcal{F} \subset \tilde{L}_R \times \tilde{L}_R \times \tilde{X}_R,$$

where a triple $(L^\bullet_r, L^\bullet_c, W) \in \mathcal{F}(R')$, for $R \rightarrow R'$ a ring map, satisfies

- the $R'$-module $W$ breaks up as a direct sum $W = \bigoplus_{a,b \leq N} W^{a,b}$ with $W^{a,b} \subset (R^m)^{a,b}$;
- the graded locally-free filtrations $L^\bullet$ and $L^\bullet_c$ are opposed;
- the $R'$-module $W$ lies inside $L^{\text{mid}} \cap L^\bullet_c \text{mid}$ and contains $Q_{R'}$;
- if $s \subset \mathfrak{gl}_{m,R'}$ is the Lie algebra corresponding to the subgroup $S \subset \text{GL}_{m,R'}$ which fixes $W$, then adjoint direct sum decomposition on $\mathfrak{gl}_{m,R'}$ induced by $(L^\bullet, L^\bullet_c)$ induces a direct sum decomposition $s^i = h^i$ for all $i$.

One may check that $\mathcal{F}$ is a locally closed algebraic locus. We then let $\mathcal{Y}$ be the projection of $\mathcal{F}$ to the factor $\tilde{L}_R \times \tilde{X}_R$ with its reduced scheme structure, set $\mathcal{M} = \tilde{X}_R$ and define $g$ to be the map $g : \mathcal{Y} \rightarrow \mathcal{M}$ obtained by projecting onto the last factor. The fibres of $g$ are subschemes of $\tilde{L}_R$ parameterizing flags $L^\bullet_r$ for which there exists an opposing filtration $L^\bullet_c$ satisfying the conditions above. When we want to emphasize the dependence of $g$ on $p$ we will write $g = g(p)$.

Each locus $E(p)$ will be constructed, for an appropriate $r = r(p)$, as the Zariski closure of the projection to $S$ of the locus

$$\mathcal{E}_r \subset \Phi^d_r \cap (J^d_{r,na}^q S \times J^d_{r,nc} \tilde{L}_R),$$

defined as in Proposition 5.1.8 relative to the family $g(p)$. We will begin by showing that each locus $E(p)$ is properly contained in $S$. To do this, note that the fibres of the family $g$ have a common dimension $e = e(p)$, as Proposition 4.2.3 shows this dimension is equal to $e = \sum_{i \geq 1} h^i$ for any geometric fibre. Our analysis splits into two cases:

**Exceptional Case:** Consider the loci $E(p)$ in the situation where

$$\mathcal{P} - e > \dim R S - d.$$  

(7.1)
Then the statement of Proposition 5.1.8 gives us \( r = r(p) \) such that \( E(p) \) is properly contained in \( S \). We denote by \( \mathcal{G}_{\text{exc}} \subset \mathcal{P} \) the subset of elements \((d, j, h^{-w}, \ldots, h^w)\) for which (7.1) holds.

Before continuing, let us observe that every weakly special subvariety \( Z \subset S_C \) with \( H_Z \notin \{1, H_S\} \) lies inside \( E_{\text{exc}}^C \), where \( E_{\text{exc}} = \bigcup_{p \in \mathcal{G}_{\text{exc}}} E(p) \). To see this, let us consider a point \( p \) in the smooth locus of \( Z \), and let \( \varphi : \mathbb{V} \to Z^m \) be a polarization-preserving frame. We may construct a local period map \( \psi : B \to \tilde{L} \) with frame \( \varphi \) such that \( Z \) is locally defined as \( \psi^{-1}(O(\varphi(F_s^*), \varphi(U_{Z,s}))) \), where \( U_{Z,s} \) is the restriction to \( s \) of global sections of \( \bigoplus_{a,b \geq 0} \mathcal{H}^{a,b} \big|_Z \) which are flat for \( \nabla \). Note that

\[
O(\varphi(F_s^*), \varphi(U_{Z,s})) = O(\varphi(F_s^*), \varphi(U_{Z,s}^{\text{mid}})) = \varphi(H_Z(C)) \cdot \varphi(F_s^*)
\]

from Lemma 4.3.4, where \( U_{Z,s}^{\text{mid}} \subset \bigoplus_{a,b \in N} (\mathbb{V}^a)^{a,b} \cap U_{Z,s} \cap F_s^* \cap F_c^* \) and \( F_c^* \) is the complex conjugate of \( F_s^* \).

If we consider the group \( S \) stabilizing \( W = \varphi(U_{Z,s}^{\text{mid}}) \), then one has that \( Q \subset W \) by construction, and one moreover knows from Lemma 4.3.4 that the adjoint Hodge numbers \( h^{-w}, \ldots, h^w \) on the Lie algebra of \( S \) are symmetric. It follows that \( O(\varphi(F_s^*), U_{Z,s}^{\text{mid}}) \) is a fibre of \( g(p) \) with \( p = (\dim Z, \dim W, h^{-w}, \ldots, h^w) \). We thus obtain that \( Z \subset E(p) \) by construction, noting that the map \( \psi \) is non-constant since \( H_Z \) is non-trivial. Applying Proposition 5.2.2 with \( U = \varphi(H_Z) \) and with respect to the conjugate flag \( \varphi(F_c^*) \) one obtains the inequality

\[
\dim(H_S(C) \cdot F_s^*) - \dim O(\varphi(F_s^*), U_{Z,s}^{\text{mid}}) > \dim S_C - \dim Z.
\]

Hence \( p \in \mathcal{G}_{\text{exc}} \).

**Unexceptional Case:** Next we consider the loci \( E(p) \) in the situation where

\[
\mathcal{P} - e \leq \dim_R S - d.
\]

In this case we show that for large enough \( r \) the generic fibre of the locus \( \mathfrak{C}_r \) maps into \( E_{\text{exc}}^C = \bigcup_{p \in \mathcal{G}_{\text{exc}}} E(p) \). Since we have just established that \( E_{\text{exc}} \) is a proper subscheme of \( S \), this will let us choose \( r = r(p) \) such that each \( E(p) \) with \( p \) satisfying (7.2) is as well, hence so will be the union \( E = \bigcup_{p \in \mathcal{G}} E(p) \).

From compatibility with base-change it suffices to show that for large enough \( r \) the locus \( \mathfrak{C}_{r,C} \) maps into \( E_{\text{exc}}^C \). If write

\[
\mathcal{L} = \bigcap_{r} \text{im} (\mathfrak{C}_{r,C} \to \mathcal{G}_{0,C} \times \mathcal{L}_C),
\]

then using constructibility this is the same as showing that \( \mathcal{L} \) maps into \( E_{\text{exc}}^C \).

There is nothing to show unless \( \mathcal{L} \) is non-empty, so we assume so. The loci \( \mathfrak{C}_{r,C} \) form a compatible sequence of sets as in Lemma 3.0.6, so for any point \((t_0, \sigma_0) \in \mathcal{L} \) there exists a compatible sequence \((t_r, \sigma_r) \in \mathfrak{C}_r(C) \) such that \((t_{r+1}, \sigma_{r+1}) \) projects onto \((t_r, \sigma_r) \) for all \( r \geq 0 \). The element \( t_0 \) corresponds by Lemma 2.2.7 to the pair \((s, \iota)\), where \( \iota : \mathfrak{K}_s \to \mathbb{C}^m \) is a choice of frame. Using the local period map version of Lemma 2.2.4 we can construct a framed local period map \((\psi, \iota)\) on an analytic ball \( B \) containing \( s \) such that \( \psi \circ j_r = \sigma_r \) for all \( r \), where \( j_r = \gamma(t_r) \). We may furthermore let \( B_d \subset B \) be a closed analytic locus such that \( j_r \in J^d B_d \) for all \( r \).

Now by definition of \( \mathfrak{C}_{r,C} \), for each \( r \) the constructible locus \( \mathcal{M}(\sigma_r) \subset \mathcal{M}_C \) of points \( m \) for which
\[ F_{\sigma} \in (J_\tau^d Y_m)(C) \] is non-empty. Since \( M(\sigma_{r+1}) \subset M(\sigma_r) \) for all \( r \) and all these sets are constructible, it follows that there exists a point \( m \in \bigcap_\tau M(\sigma_\tau) \). We recall that \( m \) corresponds to a subspace \( W \subset C_N \). We thus find by applying Lemma 3.0.7 that \( \psi^{-1}(Y_m) \) contains the locus \( B_d \), hence has dimension at least \( d > 0 \). The variety \( Y_m \) has as its component through \( \iota(F_{\sigma}^*) \) the variety \( O(\iota(F_{\sigma}^*), W) \). Let \( U \) be the pointwise stabilizer of \( W \). By the construction of the family \( g \), there exists a filtration \( F_{\sigma}^* \), opposed to \( \iota(F_{\sigma}^*) \), such that the pair \( (\iota(F_{\sigma}^*), F_{\sigma}^*) \) induces a symmetric direct sum decomposition on the Lie algebra \( u \) of \( U \). Moreover, the same is true for the Lie algebra \( \iota(h_S) \): the fact that we obtain a direct sum decomposition comes from the fact that \( Q \in W \) and Proposition 4.2.3, and the symmetry is due to the fact that the filtration on \( h_S \) induced by \( F_{\sigma}^* \) has graded pieces with symmetric dimensions. Thus we are in the situation of Proposition 5.2.2, and we conclude that (5.2) holds. Applying the Ax-Schanuel Theorem (5.1.7) with \( \psi \), the locus \( \psi^{-1}(O(\iota(F_{\sigma}^*), W)) \) lies inside a proper weakly special subvariety \( Z \) of \( C_C \) which moreover admits a non-constant local period map (since \( \sigma \) is non-constant). But due to our argument above this means that \( s \) lies inside \( E^{\text{nc}}_C \).

**Finishing Up:** The only thing left to show is that each positive characteristic subscheme \( Z \subset S_{\pi} \) as in the statement of the theorem lies inside \( E \). Note that here we assume that the characteristic of the field associated to \( Z \) is at least \( r_{\text{max}} = \max_{p \in \mathfrak{p}} \{ r(p) \} \), which we can do after passing to an open subscheme of \( R \). Using our initial reduction, we may assume that any \( r \)-limp associated to \( Z \) is non-constant. Moreover, applying Lemma 7.2.1 and shrinking \( Z \) we may assume that condition (iii) holds for any \( s \in Z(\pi) \). We set \( d = \dim Z \).

It suffices to show that for any ordinary point \( s \in Z(\pi) \) we have that \( s \in E(\pi) \). Let \( \iota : H_s \to \pi^m \) be a frame sending \( \mathfrak{q}_s \) to \( Q_\pi \), and let \( \psi = q \circ M \) be an associated framed \( r_{\text{max}} \)-limp for the data \( (\mathcal{H}, F^*, \nabla)|_{Z} \). Write \( S_s \) for the set of restrictions of elements of \( S \) to the fibre above \( s \). Then \( S_s \subset F^*_{\mid s} \cap F^*_{\mid s} \), where we write \( F_{\mid s}^* \) for the conjugate filtration on algebraic de Rham cohomology. Because the elements of \( S_s \) extend to flat sections over \( Z \), we have

\[ \psi((J_\tau^d Z)_s) \subset J_\tau^d O(\iota(F_{\mid s}^*), \iota(S_s)). \]

It therefore suffices to show that \( O(\iota(F_{\mid s}^*), W) \), with \( W = S_s \), is a fibre of the family \( g(p) \) for

\[ p = (d, \dim W, \dim h_{\mid s}^{-w}, \ldots, \dim h_{\mid s}^w). \]

The only thing that needs to be verified is that

\[ \dim h_{\mid s}^1 + \cdots + \dim h_{\mid s}^w < T = \dim h_{\mid s}^1 + \cdots + \dim h_{\mid s}^w. \]

If not, then \( h_{\mid s} \subset h_S \) lies inside a proper \( \text{ad} h_S \) module which contains \( \bigoplus_{i \neq 0} h_{S_i}' \). This is impossible in characteristic zero, hence impossible if the characteristic of \( \pi \) is large enough by a Lefschetz principle argument. Passing to an open subscheme of \( \text{Spec} R \), this completes the proof.
7.3 Results on Algebraic Cycle Loci

We now use Theorem 7.2.2 to give a stronger version of Theorem 1.1.5, and hence Theorem 1.1.4:

**Theorem 7.3.1.** The locus \( E \subset S \) specified in Theorem 7.2.2 contains all the loci \( Z \) specified in Theorem 1.1.5. Moreover, this continues to hold if the set \( A \) in Theorem 1.1.4 is instead taken to consist of the span of those global sections of \( H^{a,b}_{Z_n(p)} \) for which an \( A \) as in (1.2) is merely expected to exist according to either the Hodge conjecture or the (variational) crystalline Tate conjectures.

**Proof.** We prove (and explain) the second statement, and then note that it implies the first. We assume that \( \kappa(p) \) is a perfect positive characteristic field for the time being. We denote by \( h : X_{Z_n}^\otimes \rightarrow Z \) the base-change of the map \( f : X \rightarrow S \) to \( Z \subset S \). Suppose that \( s \in Z \) is a closed point, and let \( z \in CH^i(X_{Z_n}^\otimes)_q \) be an element of the Chow group of the fibre in codimension \( i \). Then it is expected that \( z \) arises from a codimension \( i \) element \( \bar{z} \in CH^i(X_Z^\otimes) \) precisely when the crystalline realization of \( z \) is the restriction of a global section over \( Z \) of the isocrystal \( R^2h_*\mathcal{G}_{X_{Z_n}^\otimes/k} \), with \( K \) the fraction field of the Witt vector ring \( W(\kappa) \) and \( \mathcal{G}_{X_{Z_n}^\otimes/k} \) the crystalline structure sheaf; this is the content of the crystalline variational Tate conjecture of \([Mor19]\). The vector bundles \( H^{a,b}_{Z_n} \) of even weight all arise as subbundles of \( R^2h_*\mathcal{G}_{X_{Z_n}^\otimes/S} \) for appropriate \( i \) and \( n \). Moreover, as was explained in \( \S 6.2 \) and \( \S 6.3 \), flat sections of this type give elements of the set \( J_z \) of Theorem 7.2.2.

It then suffices to check that if the Lie algebra \( h_{S,s} \) is semisimple then one can take \( \mathcal{S} \subset J_{Z,N} \), where \( N \) is an integer depending only on \( m \), and that we will obtain a Hodge decomposition on \( h_{S,s} \) induced by the one on \( h_{S,s} \) with symmetric Hodge numbers. We argue we can find constants \( N, M > 0 \), independent of the field \( \kappa \), such that all geometrically connected semisimple algebraic subgroups \( S \subset GL_{m,\kappa} \) with either \( char\kappa > M \) or \( char\kappa = 0 \) are determined by their invariants in \( \bigoplus_{a,b \leq N}(\kappa^m)^{a,b} \). Since it suffices to replace \( S \) with a conjugate group, we may assume that \( \kappa \) is either a finite field or a field of characteristic zero. Taking \( M = m + 2 \) and arguing as in Lemma 4.2.5 that the associated Lie algebra \( \mathfrak{s} \) admits a semisimple characteristic zero lift, this then follows from the finiteness up to conjugacy of semisimple algebraic subgroups of \( GL_{m,\kappa} \).

Now observe that any global section of \( H^{a,b}_{Z_n(p)} \) stabilized by \( H_{S,s,0} \) is in fact an element of \( J_z \). Indeed, let \( \beta : G_{m,\kappa(s)} \rightarrow H_{S,s,0} \) be the cocharacter of Proposition 4.2.3 associated to \( (F^\bullet, \mathcal{S}) \). Then \( \beta \) induces, through its weight space decompositions, the filtrations \( F^\bullet \) and \( F_c^\bullet \), so it follows as in the proof of Lemma 7.2.1 that any section stabilized by \( H_{S,s,0} \) must lie inside \( F^\text{mid} \cap F_c^\text{mid} \). Moreover, because the category of modules with integral connections over \( Z \) is Tannakian, global sections of \( H^{a,b}_{Z_n(p)} \) stabilized by \( H_{S,s,0} \) are flat. It follows that one may assume that \( \mathcal{S} \) coincides exactly with set of sections stabilized by \( H_{S,s,0} \) of degree at most \( N \). That the adjoint Hodge numbers are symmetric follows from Corollary 4.2.6, so with such an \( N \) the locus \( E \) in Theorem 7.2.2 suffices.

Finally, we consider the case where \( \kappa(p) \) has characteristic zero. For any such \( Z \), the complexification \( Z_C \) is contained in the (tensorial) Hodge locus of \( S_C \). Since any component of the Hodge locus is a weakly special subvariety by \([KO21, Def 4.1, Cor. 4.14]\), necessarily such a \( Z \) lies inside \( E \) by the first property of \( E \) listed in Theorem 7.2.2.

\[ \square \]

Let us also note that the fact that Theorem 1.1.5 implies Theorem 1.1.4 may be argued exactly as in the beginning of the “reduction” step in the proof of Theorem 7.2.2, where we saw that the quasi-finiteness of \( \varphi \) can be used to imply that \( r \)-limps are immersive away from a closed subscheme of \( S \); as there are no new ideas here we omit the proof.
Lastly, we resolve:

Proof of Corollary 1.1.6: Observe that the hypotheses of Theorem 1.1.5 are satisfied for the family $f$: all that needs to be checked is the Zariski density of the monodromy representation, which is due to [Bea86]. (The exceptional cases described in [Bea86] are ruled out by our assumption on level.) Since the non-ordinary locus in $S_F$ is not Zariski dense due to a result of Illusie [Ill07], this shows the first claim.

Restricting now to the case where $m = 1$, it suffices to check that after restricting to some dense open locus inside $S_F$, the condition that all $r$-limps on $Z$ are constant implies that $Z$ lies inside a $\text{GL}_{M,F}$ orbit. As in the proof of Theorem 7.2.2, this can be established at the integral level (away from finitely many primes), by observing that the canonical period map $\phi: S_C^n \to \Gamma\backslash D$ factors through a period map $(S/\text{GL}_M)_C^n \to \Gamma\backslash D$ which is generically injective as a consequence of the generic Torelli theorem for the hypersurface variation proved in [Don83].
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